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Project: Modelling of erosion and landscape formation

Anyone who has visited a mountain-belt such as the European alps realizes how erosional processes
control the shape of mountains. An interesting question is how the physics of erosion works, and whether
erosion controls tectonic processes or whether tectonics controls erosion. There is currently much research
done to better understand the physics of erosion. There is general agreement that there are several
processes that contribute to erosion. One is ofcourse fluvial erosion, which basically depends on the
amount and the speed of water that flows over a landscape (the larger the river, the more its erosional
capacity). Another process is hillslope diffusion, which is basically a diffusional processes. Arguably, one
of the simplest ways to model erosion is to use a 2-D diffusion-like equation:
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where h is the elevation of the surface and k the diffusivity, which is now spatially variable. We can
include both hillslope and fluvial erosion in k by defining it as:

k = k0 + c ∗ qn (2)

where k0 is the hillslope diffusivity [m3/s], n a powerlaw exponent (typically 2), c a constant and q the
fluvial discharge rate [m2/s], which basically contains all the collected rainwater that is flowing down the
landscape. Once we have q at every point in our model, solving equation (1) is the same as solving a 2D
diffusion equation with variable conductivity (which we discussed earlier).

The tricky part is how to compute q, which we will do here with a simple algorithm. Imagine that
a certain amount of rain falls on your landscape (say 1 cm/yr). Water will always flow to the lowest
point around it. So the water-stream algorithm to compute q consists of finding the lowest neighbour of
each point in your 2D grid. There will be some cases in which there is no lower neighbour, which will
be locations where a lake fill form (so the neighbour is the same point). Once you have a list with the
lowest neighbour, you give a certain amount rain to every point in your domain. Start with the highest
point, and move the rain to it’s lowest neighbour and continue until you have distributed the water over
all points. This algorithm can be done in a few lines of matlab, and will give q.
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Exercise

• Define a landscape with a given slope (use an area of 20x20 km’s, with a maximum height of 1000
m) and some random noise on top of it (use the matlab command ’rand’).

• Develop a stream-flow algorithm that distributed the water to the next lower point (see description
above). Make a 2D plot of q. Can you see river-like patterns already

• Modify your 2D diffusion code to make it work with variable conductivity, and combine it with your
stream-flow algorithm. Make a forward run in time. Do you see an evolving eroding landscape?
Use c = 100, n = 2, k0 = 3.2× 10−8

• Experiment with different values of k0, different amplitudes of random noise, and different slopes.
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[1] This paper quantifies how the ratio of sediment transport on hillslopes to sediment
transport in channels influences surface and channel network morphologies and the
dynamics of topographic evolution. This problem is investigated by development and
investigation of a simple deterministic model incorporating mass balance of sediment and
runoff coupled with a law combining dispersive and concentrative sediment transport
processes. Our analysis includes the identification of a new nondimensional parameter De

that is a function of rainfall, system size, rock type, and hydraulic regime and that is a
measure of the relative importance of fluvial and hillslope sediment transport. We show
that De has an important influence on the surface morphology (e.g., total exposed surface
area and interface width which reflects surface roughness and relief), channel network
form (e.g., channel sinuosity), channel spacing, and timescale of surface evolution.
Surface and channel network morphologies are also strongly influenced by the overall
surface slope relative to the magnitude of initial topographic roughness. Topographic
evolution occurs in distinct phases of relief growth and decay, the transition between
which is controlled by a saturation phenomenon related to the growth of spatial
correlations. The scaling behavior of simulated topography with respect to both time and
space is obtained and is shown to be independent of De. Roughness exponents are found to
be independent of De but dependent on the magnitude of initial roughness. Interface width
is shown to grow and decay as a logarithm of time. INDEX TERMS: 1625 Global Change:

Geomorphology and weathering (1824, 1886); 1815 Hydrology: Erosion and sedimentation; 1860 Hydrology:

Runoff and streamflow; 3210 Mathematical Geophysics: Modeling; KEYWORDS: erosion, landscape,

topography, drainage network, diffusion, FEM modeling
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1. Introduction

[2] In recent years there has been widespread apprecia-
tion that some important aspects of landscape morphology
and dynamics result from interaction between hillslopes and
channel networks. Recognizing this, a number of numerical
models that incorporate coupling between hillslope and
channel processes have been developed [e.g., Kirkby,
1986; Ahnert, 1987; Willgoose et al., 1991a; Chase, 1992;
Howard, 1994]. These models have been used to explore
various aspects of landscape development including general
topographic evolution [e.g., Willgoose et al., 1991b, 1991c;
Kooi and Beaumont, 1994; Tucker and Slingerland, 1994],
response to climate change [Rinaldo et al., 1995; Tucker
and Slingerland, 1997] and tectonics [Beaumont et al.,
1992; Willet et al., 2001], and landscape self-organization
[Rigon et al., 1994]. To date, however, relatively little

detailed research based on numerical modeling has been
carried out on the important aspects concerning the coupling
itself that exists between hillslope and channel processes
(see, however, Tucker and Bras [1998]). Thus a number of
interesting and important general questions remain unre-
solved. For example, how does the relative importance of
channel and hillslope sediment transport influence land-
scape and network morphologies and the timescales of
landscape evolution? What parameter(s) controls channel
spacing? Why are some channel networks regular with a
well defined channel spacing whereas others are highly
branching? This paper uses numerical modeling as a tool to
explore several problems such as these.
[3] In general terms, the morphology of natural land-

scapes (that are not subject to lithospheric deformation)
reflects the strength and nature of climatic forcing relative to
the ability of topography to relax by diffusion. In a
transport-limited system where erosion rates are proportion-
al to the divergence of sediment flux, runoff from rainfall
has the potential to roughen topography by channel incision
due to the strong dependency of sediment flux on fluid
discharge [Graf, 1971]. This generally concentrative pro-
cess is counteracted by sediment transport proportional to
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the local surface gradient [Culling, 1960] that tends to fill
depressions and smooth topography. The presence of two
competing classes of processes, one concentrative (and
dominant in channels) associated with runoff, which causes
positive feedback and the other dispersive (and dominant on
hillslopes) causing negative feedback, are recognized to
comprise the basic minimum requirements to explain the
formation of landscapes containing convex hillslopes and
incised channel networks.
[4] Importance of the balance between dispersive and

concentrative transport processes in influencing landscape
development is widely appreciated on the basis of field-
based and experimental studies [e.g., Schumm, 1956; Dunne
and Aubry, 1986; Montgomery and Dietrich, 1992; Has-
bargen and Paola, 2000] and has been the focus of
theoretical and numerical investigations [e.g., Smith and
Bretherton, 1972; Willgoose et al., 1991a, 1991b; Howard,
1994; Loewenherz-Lawrence, 1994; Smith et al., 1997a,
1997b; Tucker and Bras, 1998]. For example, it is now
generally accepted that instability leading to incision of an
initially unchannelled surface is associated with a domi-
nance of concentrative over dispersive processes in the
transport of surface sediments. Although it was initially
shown on the basis of a linear stability analysis that the
shortest transverse topographic wavelengths are the fastest
growing [Smith and Bretherton, 1972], implying that chan-
nels should be spaced an infinitesimal distance apart, it has
since been demonstrated that nonlinear effects govern
subsequent channelization leading to stable topographic
surfaces with finite channel spacings [e.g., Smith et al.,
1997a]. An alternative interpretation is that the failure of
linear models to select a finite channel spacing is an artifact
due to oversimplify the equations governing surface fluid
flow. For example, Izumi and Parker [1995, 2000] show
that a linear analysis of the full equations of shallow
overland flow coupled with erosion leads to the selection
of finite channel wavelengths in reasonable agreement with
observations.
[5] It is also generally accepted that the balance between

dispersive and concentrative sediment transport processes is
reflected in the general morphology of landscapes [e.g.,
Montgomery and Dietrich, 1992; Kirkby, 1994]. For exam-
ple, highly incised, rough landscapes such as those found in
semiarid badlands are thought to be formed by dominantly
concentrative processes whereas weakly incised, smooth
landscapes characteristic of more temperate humid settings
are believed to be formed dominantly by dispersive sedi-
ment transport processes. However, not all hillslope pro-
cesses are necessarily dispersive in nature (e.g., some forms
of mass movement lead to concentrated deposits). A large
amount of theoretical work has been focused on under-
standing how interaction between hillslope and channel
processes determines landscape properties such as the
contributing area-slope relationship and the drainage density
[e.g., Tarboton et al., 1992; Willgoose et al., 1991d; Will-
goose, 1994; Tucker and Bras, 1998]. Results of these
studies are generally consistent with the concept of a ‘‘belt
of no fluvial erosion’’ [Horton, 1945] extending some
distance xc down from drainage divides which is controlled
by competition between hillslope and water-assisted sedi-
ment transport processes. Scaling at distances smaller than
xc is controlled by diffusive processes whereas scaling at

distances larger than xc is controlled by fluvial processes.
The distance xc is also related to the drainage density
[Tarboton et al., 1992]. Thus the ratio between the magni-
tudes of hillslope to fluvial sediment transport is anticipated
to strongly influence the drainage density. This inference is
consistent with field observations showing that whereas
badland drainage densities are typically on the order of
1000 km/km2, those of temperate landscapes are typically
�1 km/km2 [Kirkby, 1986].
[6] The main objective of this paper is to quantify how the

ratio of sediment transport on hillslopes to sediment trans-
port in channels influences the overall landscape morphol-
ogy and dynamics. As indicated above, some aspects of this
topic have already received investigation in the literature.
This paper extends and unifies these studies within a
consistent framework by clearly identifying any important
controlling parameters and by systematically studying how
the landscape morphology and dynamics vary as a function
of these parameters. Our analysis includes the identification
of a new nondimensional parameter De that is a function of
rainfall, system size, rock type and hydraulic regime and that
is a measure of the relative importance of fluvial and
hillslope sediment transport. We show that De has an
important influence on the surface morphology, channel
network form, channel spacing (or drainage density) and
the time scale of surface evolution. We quantify results by
analyzing exposed surface area (reflecting surface rough-
ness), channel sinuosity (reflecting how the channel network
is organized on the surface), interface width or root-mean-
square height fluctuation (reflecting roughness and relief),
and crossover length scales (reflecting the average channel
spacing). The scaling behavior of simulated topography with
respect to both time and space is obtained. In addition,
surface and channel network morphologies are shown to be
strongly influenced by the overall surface slope relative to
the magnitude of initial topographic roughness.
[7] The approach taken in this study is to numerically

solve and investigate solutions of equations that are based
on the conservation of surface water and sediment com-
bined with a simple transport law connecting the sediment
flux to the local slope and runoff discharge. This formula-
tion is due largely to Smith and Bretherton [1972] and is
similar to the equations studied by Córdova et al. [1982],
Loewenherz-Lawrence [1994], and Smith et al. [1997a,
1997b]. The governing equations are solved here by the
finite element method.

2. Governing Equations

[8] The formulation considered consists of two equations
for the two unknown functions h(x, y, t) and q(x, y, t), the
surface elevation and the magnitude of the surface fluid
discharge per unit width, respectively [see Smith and
Bretherton, 1972]. These equations are derived by assuming
that the masses of moving sediment and surface water are
conserved:

@h

@t
¼ �r � ðn qsÞ ð1Þ

r � ðn qÞ ¼ a; ð2Þ

ETG 7 - 2 SIMPSON AND SCHLUNEGGER: LANDSCAPE EVOLUTION AND MORPHOLOGY



where n (=�r h/S) is a unit vector directed down the surface
gradient, S is the local slope of the surface (= jr hj), a (>0
and assumed to be spatially constant) is the effective rainfall
(the average rainfall in excess of infiltration) and qs is the
sediment discharge per unit width (see Table 1 for notation).
Note that qs and q are the vector fields nqs and nq,
respectively. The symbolsr � andr represent the divergence
and the gradient operators, respectively. Equation (1)
indicates that the time rate of change in surface elevation is
balanced by the divergence of the sediment discharge, while
equation (2) indicates that fluid from steady rainfall flows off
the surface as a gravity-driven flow directed down the local
gradient. Neglection of the time derivative in equation (2) is
made on the basis of the observation that the timescale of
overland flow of runoff is generally far faster than the
timescale associated with transport of topography (sediment)
[see also Smith et al., 1997b]. Relative base level changes
(not included here) can be incorporated in the formulation
either by including a source term in equation (1) or by directly
constraining h on the desired boundary.
[9] The constitutive law for the sediment discharge can

have a variety of forms depending on the geomorphologic/
hydrologic setting and numerous different variations have
been proposed [e.g., Culling, 1960; Andrews and Bucknam,
1987; Graf, 1971; Smith and Bretherton, 1972; Kirkby,
1986]. The approach taken here is to use one of the simplest
physically reasonable laws that enable simultaneous devel-
opment of both diffusive hillslopes and an incisive drainage
network and to apply this law to the entire surface without
distinction or prespecification of channel and hillslope
regions. This law can be written as

qs ¼ kS þ cqnS ð3Þ

where k is the hillslope diffusivity, c is the fluvial transport
coefficient, and n is a power law exponent quantifying the
dependency of sediment transport on fluid discharge. The
first term represents the widely accepted dependency of
sediment flux on local slope [Culling, 1960] whereas the
second term is included to account for fluvial transport [Graf,
1971]. Note that by proposing this transport law, it is assumed
that the system is transport-limited, meaning that there is no
limit imposed by the supply of sediment (see discussions by
Culling [1965], Carson and Kirkby [1972], and Howard
[1994]). Note also that no distinction is made here between
suspended and bed load transport. In this sense, the fluvial
term in equation (3) is intended to approximate the total
fluvial load [see also Smith and Bretherton, 1972]. Many
total transport laws assume a nonlinear dependency of
sediment flux on slope. Inclusion of such a dependency in
equation (3) is likely to modify surface and channel
properties (e.g., channel concavity) but will lead to the same
type of general behavior (i.e., nonlinear diffusion). An
obvious and easily justifiable addition to equation (3) would
be to include a threshold below which discharge-assisted
sediment transport is negligible, for which considerable
experimental and theoretical support exists [Graf, 1971]. A
second possible addition would be to include a term whereby
the hillslope sediment flux increases rapidly as a critical slope
is approached, which has been suggested to capture some
basic aspects of landsliding [see Andrews and Bucknam,
1987; Roering et al., 2001].

[10] It is noteworthy that the adopted transport law is
written in terms of sediment discharge per unit width qs (m

2

s�1) rather than the total sediment discharge Qs (m
3 s�1),

the two being related by Qs =
R
0
WqsdW (where W is the

channel width). This formulation is useful because it avoids
the explicit introduction of a channel width and is natural
given the form of the continuity equation for fluid (also
written in terms of discharge per unit width). The reader is
referred to Tucker and Slingerland [1997] for an example of
a more typical formulation involving explicit relationships
between water flux, channel width and water depth.
[11] Substituting equation (3) into equation (1), the sys-

tem of governing equations can be rewritten as

@h

@t
¼ r � ððkþ c qnÞrhÞ ð4Þ

r � rh

jrhj q
� �

¼ �a: ð5Þ

Equation (4) is recognized as a transient nonlinear diffusion
equation while equation (5) is a steady nonlinear advection
equation. Note that the grouping k + c qn in equation (4) has
the role and dimensions of a diffusion coefficient (that can
vary in time and space). The entirely diffusive nature of (4)
is reflected by the terminology adopted within this study
whereby transport processes have been separated for
discussion purposes into ‘‘dispersive’’ and ‘‘concentrative’’
components [see also Howard, 1994], as opposed to the
terms ‘‘diffusive’’ and ‘‘advective’’ more commonly used in
the literature. The dispersive and concentrative processes
are sometimes also simply referred to as ‘‘hillslope’’ and
‘‘fluvial’’, respectively, due to their respective dominance in
these landscape settings.
[12] This study treats the governing equations in their

nondimensional form. This has the advantage that the

Table 1. Notation

Symbol Unit Definition

h m surface elevation
q m2 s�1 surface fluid discharge
qs m2 s�1 sediment discharge
x,y m horizontal coordinates
t s time
S – slope of local topography (= |rh|

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð@h=@xÞ2 þ ð@h=@yÞ2

q
Þ

a m s�1 effective rainfall
k m2 s�1 substrate diffusion coefficient
c (m2 s�1)/(m2 s�1)n coefficient for discharge-dependent

sediment transport
n – exponent for dependency of fluid

discharge on sediment transport
L m characteristic horizontal dimension

(slope width perpendicular to ridge)
~t – dimensionless time (= t k/L2)
~x;~y – dimensionless distances (= x/L, y/L)
~h – dimensionless elevation (= h/L)
~q – dimensionless fluid discharge (= q/(a L))
De dimensionless diffusion parameter

(= c anLn/k)
hr – maximum initial value of random noise
H – initial topographic height at ridge axis
l – dimensionless roughness (= hr/H)
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number of independent parameters appearing in the govern-
ing equations can be reduced from four (i.e., k, c, a, and n) to
two, which greatly facilitates sensitivity analysis. Natural
scales for nondimensionalization of equations (4) and (5) are
the linear diffusion timescale t*, the characteristic length
scale L (e.g., horizontal slope length), and the fluid discharge
at the characteristic length scale Q*. One may introduce

t ¼ ~t t* ¼ ~t L2=k;

h ¼ ~h L; x ¼ ~x L; y ¼ ~y L;

q ¼ ~qQ* ¼ ~qaL;

where dimensionless quantities are indicated by tilde
symbols. Substituting these expressions into equations (4)
and (5) yields the dimensionless equations

@~h

@~t
¼ ~r � ðð1þ De ~q

nÞ ~r ~hÞ ð6Þ

~r �
~r~h

j ~r~hj
~q

 !
¼ �1 ; ð7Þ

and the dimensionless parameter

De ¼
can Ln

k
: ð8Þ

The parameter De is a measure of the relative importance of
dispersive processes related to hillslope creep versus
concentrative processes related to water-assisted transport
acting on the landscape. If De 
 1, nonlinear diffusion due
to the dependency of the diffusion coefficient on runoff
dominates over linear diffusion associated with hillslope
creep. If De � 1 the dependency of the diffusion coefficient
on runoff is negligible and topographic evolution reduces to
a linear equation controlled by hillslope creep. An alternative
interpretation of De can be made by defining the character-
istic timescales of hillslope and fluvial processes as th = L2/k
and tf = L2/(c anLn), respectively, where De can be written
as the ratio of the two timescales th/tf. Note that De is not
an erosion Péclet number since there is strictly no
advective sediment transport. Similar nondimensional
formulations for erosion have been presented by Smith
and Bretherton [1972], Willgoose et al. [1991b], and Smith
et al. [1997a]. A parameter very similar (though not exactly
equivalent) to De was derived by Willgoose et al. [1991b,
equation 27]. Differences between the two nondimensional
parameters are due to differences in the governing
equations and in the characteristic scales adopted.

3. Numerical Method and Approach

[13] Equations (6) and (7) form a closed system of
coupled nonlinear equations that are solved in a classical
manner by the finite element method on an irregular
triangular mesh [Zienkiewicz and Taylor, 2000a]. Equation
(6) is discretized using the Galerkin method with cubic

shape and weighting functions using 7-node triangles.
Equation (7) is discretized on 3-node triangles using linear
shape functions and streamline (upwind) Petrov-Galerkin
weighting [Zienkiewicz and Taylor, 2000b] in order to
suppress numerical oscillations associated with strong ad-
vection. This procedure involves the addition of anisotropic
diffusion to regions where the Péclet number locally
exceeds unity, which has the effect of preventing infinite
concentration of flow in channels, a problem known to exist
with equation (7) [see Izumi and Parker, 1995]. The added
artificial diffusion mimics real physical processes (e.g.,
eddy viscosity) that have similar stabilizing effects in the
Navier-Stokes equations but which have been eliminated in
the simplified formulation adopted. Locations with zero
local slopes are singular (see equation (7)) and are treated
by setting the fluid flux to zero. Discretization in time was
performed using linear explicit finite differences while
nonlinearities in both equations are treated by lagging
solution-dependent coefficients by one time step.
[14] All results presented were performed on a two-

dimensional spatial domain discretized by �20,000 ele-
ments. This number proved to be sufficient in order to
resolve the major channel structures but is unlikely to
capture structure beyond channel orders of 4–5. Higher-
resolution simulations capable in future studies are antici-
pated to reveal more fine-scale channel structure and
sharper channel-hillslope boundaries but are not anticipated
to influence landscape dynamics. Dynamic behavior (such
as anastomosing channel networks and stream capture
events) observed in simulations (see section 4.1) persist as
the time step increment is decreased, indicating that these
features are unlikely to be numerical artifacts.
[15] Note that a far more commonly applied approach to

solving the general coupled erosion problem is to use a
discrete routing algorithm [e.g., Chase, 1992]. While many
variants of this method have been developed and applied the
general strategy involves progressively routing material
(both sediment and fluid) down the computed drainage
network between nearest discrete neighbors from the high-
est to the lowest elevation. This strategy differs from the
continuum approach adopted here [see also Smith et al.,
1997b] in which sediment and fluid implicitly move down
the local surface gradient. The discrete routing approach has
an advantage over the continuum approach in that it is
computationally efficient but it suffers from a grid depen-
dency introduced by routing between a single nearest
neighbor. In principal, this numerical artifact could be
eliminated by redistributing fluid among neighboring cells
according to the local gradient. An alternative approach is to
mask the artifact using high resolution and/or an irregular
spatial grid [Braun and Sambridge, 1997]. The continuum
approach has the advantage that grid dependency is reduced
and that the routing of sediment and fluid is achieved
automatically as a result of the discretization and solution
process rather than manually on the basis of some user-
defined redistribution algorithm. The disadvantage of the
adopted approach is greater computational expense.

4. Results

[16] Numerical solutions of equations (6) and (7) were
computed to investigate erosion of, and runoff over a
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simple, initially unchannelled, tilted, planar topographic
surface perturbed by gaussian random noise (Figure 1).
Boundary conditions consist of (1) a symmetrical ridge
crest with zero water and sediment flux, (2) zero sediment
and water flux normal to lateral boundaries, and (3) fixed
topographic elevation at the slope base. Note that these
boundary conditions imply that the system is open with
respect to transport of sediment and fluid.
[17] Attention is focused on landscape development and

morphology as a function of both time and De with constant
values for the power exponent n (= 2). This value, which is
consistent with experimental data [see Graf, 1971], implies
that sediment discharge is strongly dependent on the runoff
discharge. Note that when n � 1, channelization does not
occur in the continuum formulation because the relative
sediment carrying capacity does not increase when initial
perturbations induce flow convergence [see Smith and
Bretherton, 1972]. A number of studies have shown that
varying n (or similarly the area-slope exponent) has a large
influence on valley profile concavity and on the general
landscape form [e.g., see Tucker and Whipple, 2002].
[18] The morphology of simulated surfaces is quantified

by determining the root-mean-square height fluctuation or
interface width ~w (reflecting the surface roughness, relief
and interface scaling properties), the exposed surface area ~A
(reflecting the surface roughness) and the channel sinuosity
(reflecting how the channel network is organized on the
topography). One-dimensional profiles are determined by
interpolating from the irregular triangular mesh to a regular
cellular mesh with an approximately equivalent resolution
(i.e., �150  150). The nondimensional interface width is
defined as [e.g., Barabási and Stanley, 1995]

~wð~l;~tÞ ¼ w=L ¼ 1

L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h½hð~x;~tÞ � hlð~x;~tÞ�2ix

q
: ð9Þ

The subscript l means that a single window of data with
length l is selected in the direction parallel to the ridge axis

and used to measure the interface width and mean height
hl(~x;~t) in this window. The angle brackets h ix denote that
averages are taken over x. Many different windows along
the same ridge-parallel profile are taken and the result is
averaged to obtain ~wð~l;~tÞ. The mean interface width ~̂w is
obtaining by taking the mean of ~w measured in many
different ridge-parallel profiles. Note that although the
interface width (as formulated here) is a 1-D measure, it
contains information from the entire 2-D surface. The
interface width, in addition to giving information concerning
the surface roughness and relief, is also used to measure the
roughness exponent (describing how the interface width
scales with the window size), and to quantify the dominant
channel spacing, since the interface width saturates (does not
increase further) once the window size exceeds the channel
spacing. The nondimensional exposed surface area is
defined as

~A ¼ A=Ao ¼
XNj

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ S2j

q
; ð10Þ

where Sj is the average slope of an element j, Nj is the total
number of elements, A is the total surface area and Ao is the
initial total surface area. The average slope of an element is
calculated as the average of slopes determined at nodes
using the piecewise element shape function derivatives. The
nondimensional channel sinuosity (or average channel
length) is defined here as

Se ¼
1

Ni

XNi

i¼1

lsi

loi
; ð11Þ

where lsi is the length of stream i, loi is the length of stream i
from source to outlet in a straight line, and Ni is the total
number of streams sampled. The channel sinuosity was
calculated by specifying arbitrary channel sources in a
reasonably regular fashion over the entire grid and by
tracing each ‘‘stream’’ to its respective outlet. Note that this
method does not require actual definition of channels (and
their sources) and can easily be carried out automatically by
stream tracing down local gradients. In this respect, the
measure may be best thought of as a flow sinuosity rather
than a channel sinuosity.

4.1. General Surface Evolution

[19] The first results to be presented demonstrate general
features of how topography and runoff evolve through time
for relatively high De in response to constant climatic
forcing in the form of uniform steady rainfall (Figure 2).
Note that because base level is maintained at a constant
level throughout all simulations (i.e., the surface is not
undergoing uplift) the steady state solution is a flat surface
that has been completely eroded.
[20] The initial stage of topographic development is

governed by the presence and magnitude of initial topo-
graphic perturbations (roughness) that have the ability to
inhibit accumulation of runoff. Thus, even though De has a
large value indicating an overall dominance of runoff-
assisted sediment transport (at the slope length scale L),
the pinning of runoff at a scale much shorter than the slope
length scale effectively means that initial topographic evo-

Figure 1. Initial topographic surface and boundary
conditions used in computations. The surface has an initial
slope of 1/10 unless stated otherwise. A random perturba-
tion (i.e., roughness) is added to this surface to localize
runoff. The influence of the magnitude of initial roughness
on subsequent landscape evolution is investigated in section
4.4 and Figure 7.
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Figure 2a. Contour plots showing how topography evolves through time in response to constant base
level (calculated for De = 103, n = 2 and l = 1; see equation (12)). The values of erosion shown above
each box represent the total erosion which has taken place since the experiment was initiated. Thus an
erosion of 0.0 represents the initial conditions whereas a value of 1.0 indicates the time when all of the
initial topography has been removed. An erosion of 1.0 also coincides with the steady state solution.
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lution is governed by linear diffusion (since ~q is small). This
is particularly true when the initial surface is relatively flat
and/or the magnitude of initial roughness is large. The
initially formed channel network has an anastomosing form
(e.g., before 0.02 erosion in Figure 2b) that migrates
laterally in an unstable fashion. However, with increasing
time, diffusion (both dispersive and concentrative) efficient-
ly decays initial roughness due to its short-wavelength
nature allowing runoff to coalesce into larger streams and
for concentrative sediment transport to increase in impor-
tance relative to dispersive transport. This leads to the
formation of more stable channels (e.g., after 0.2 erosion
in Figure 2b) which further concentrate runoff giving rise to
positive feedback and enhanced channel incision.

[21] Several major changes in surface morphology take
place in response to erosion and the development of a fully
developed channel network in the simulations investigated.
First, the average channel spacing (quantified as the cross-
over length scale in Figure 3a) first decreases and then
slowly increases in a quasi-linear fashion. Second, incision
causes the overall surface roughness (or total exposed
surface area) to increase sharply before attaining a maxi-
mum and decreasing in an exponential fashion (Figure 3b).
Together, these observations imply a two-phase stage of
topographic evolution. Surface morphology during the
initial (growth) phase reflects the fact that new channels
are rapidly formed and propagate headward toward the
upper boundary. In the later (decay) phase, topographic

Figure 2b. Same as Figure 2a except runoff discharge.
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evolution is dominated by lateral and vertical incision
within the already existing channel network. Interestingly,
deposition does not play a major role in the topographic
evolution. This is due largely to imposition of a fixed lower
topographic boundary condition.
[22] The transition from a growth to a decay phase of

landscape evolution can be interpreted as a saturation
phenomenon related to the progressive development of
spatial correlations. During the initial stage of erosion,
different parts of the topographic surface act largely inde-
pendently of one another and depend mainly on local
properties (local slope and hillslope diffusivity). This stage,
which is dominated by linear diffusion, is characterized by a
short correlation length, the magnitude of which is con-
trolled mainly by initial topographic perturbations. As
erosion proceeds, runoff of fluid over the surface and
associated fluvial sediment transport transmits information
about the surface properties over a progressively larger area.
Thus, even though erosion occurs locally, the increase in
correlation length enables lateral spread of information
that is manifest in the surface as headward incision. When
the correlation length reaches the size of the system,
corresponding to the arrival of headward incision at the
upper boundary, the surface properties (e.g., the surface
area) saturates. Subsequent evolution evolves by the pro-
gressive decay of topography developed prior to saturation
rather than by the formation of new features. Note that
although the initial stage of topographic development, as
represented by the depinning of runoff trapped on the
surface by topographic perturbations and the transition
through anastomosing to a fully developed channel net-

work, is short-lived and involves a small amount of total
erosion, it represents an important period in the overall
landscape development because it involves the formation of
channels, the location of which tend to remain relatively
stable throughout subsequent evolution.

4.2. Influence of De on Landscape Morphology

[23] Simulations indicate that De, a measure of the
relative importance of dispersive hillslope and concentrative
fluvial transport processes, exerts an important influence on
landscape morphology. Large values of De (i.e., sediment
transport is dominated by concentrative fluvial processes)
favor development of rough, highly incised topography and
a dense, branched channel network, whereas lowering the
value of De, corresponding to increasing the contribution to
sediment transport from dispersive hillslope processes,
results in smoother topography and straighter, less branched
channels that have a greater average spacing (Figure 4). For
the maximum value of De investigated (i.e., 10,000), the
maximum exposed surface area ~Amax (i.e., the surface area at
saturation) and the channel sinuosity (or equivalently the
average channel length) are both enhanced by �30%
relative to low values of De (Figures 5a and 5b). The
average channel spacing (as reflected by the crossover
length scale ~lc) varies from a minimum value of �~lc =
0.05 corresponding to �20 channels per unit length at De =
10,000 to infinity at De � 1 (i.e., no channelization
observed). Together, these results are consistent with the
widely accepted notion that increasing the importance of
dispersive sediment transport tends to suppress channel
incision [e.g., Dunne and Aubry, 1986; Loewenherz-Law-

Figure 3. (a) Evolution of the exposed surface area ~A (surface roughness) and the crossover length scale
~lc (average channel spacing) for the simulation shown in Figure 2 (De = 103, n = 2 and l = 1). The
exposed surface area is determined from equation (10). (b) Calculation of the crossover length scale. For
every time of interest, corresponding to a fixed proportion of erosion, the scaling between the interface
width ~w and the spatial window size ~l is determined via equation (9) (three examples of such scaling
relations are shown in Figure 3b). The crossover length scale ~lc corresponds to the length scale at which
the interface width saturates (or ceases to further increase). This value is obtained as the intersection
between two straight lines (shown in Figure 3b for erosion of 0.02). Also shown in Figure 3b is the locus
of how the intersections (i.e., the value ~lc) vary through time. This locus of intersections is plotted in
Figure 3a as the crossover length scale versus time. Note that the crossover length scale shown in Figure
3b also corresponds to the average channel spacing, since the interface width determined in the direction
parallel to the ridge axis saturates once the window size reaches the channel spacing.
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rence, 1994] and to decrease the channel density [e.g.,
Kirkby, 1986; Tarboton et al., 1992; Willgoose et al., 1992].
[24] The relationship between the interface width ~w and

the window length ~l in the region below crossover is of the

approximate form w / lg where the roughness exponent g is
�0.8 (Figure 5d). This roughness exponent is within the
range of values measured for natural topography [see Dodds
and Rothman, 2000]. Note that the magnitude of De exerts
no influence on the spatial scaling of the interface width
(i.e., on g) while it has an important control on the ultimate
magnitude of the width.

4.3. Influence of De on Landscape Dynamics

[25] The magnitude of De exerts an important influence
on landscape dynamics. For example, increasing De results
in a decrease in the timescale within which a landscape
responds to erosion, due to an increase in the bulk diffu-
sivity of the system. The response to increasing De is
recognized in landscapes by an increase in the rate of
surface roughening during the growth phase of topographic
evolution associated with more rapid vertical and headward
incision and an increase in the rate of surface smoothing
during the decay phase (Figure 6a). The relationship be-
tween the timescale required for saturation ~ts and De is
observed to have the approximate form ~ts / De

�0.78 (Figure
6b). Thus increasing De by a factor of 10 decreases the
response time of the system by a factor of �6. This result
demonstrates the ability of fluvial processes to greatly
increase rates of topographic evolution.
[26] It is interesting to note that roughening of the surface

does not lead to power law scaling with time, as is observed
for most surface evolution processes [e.g., see Barabási and
Stanley, 1995]. The time evolution of the surface morphol-
ogy properties such as interface width ~w follows a logarith-
mic-type law during the growth phase (i.e., the positive part
of the curve in Figure 6c) of the approximate form ~w / m
log ~t (where m is the slope on a linear log plot). The reason
for this difference may lie in the unstable nature of initial
channel incision that generates an exponential increase in
roughness at small times. This result implies that the classic
growth exponent is not well defined.

4.4. Effects Due to Variations in Initial Surface
Conditions

[27] Given that initial stages of surface evolution are
strongly influenced by the presence and magnitude of initial
roughness (see section 4.1), it is anticipated that the initial
surface geometry may have an important influence on finite
landscape morphologies. Indeed, a considerable amount of
work has already demonstrated that variability in the ran-
domness applied as initial conditions can result in signifi-
cant variations in the form and statistics of channel
networks [e.g., Willgoose et al., 1991b; Howard, 1994].
Attention here is focused on a different effect, namely that
due to variations in the relative magnitude of initial noise.
This effect has been tested in simulations carried out with
different values of the dimensionless parameter

l ¼ hr=H ; ð12Þ

where hr is the maximum value of initial random noise and
H is the surface height at the ridge axis. Note that l! 1 as
the regional slope approaches zero. Results show that l has
a strong influence on the form of the channel network, with
small values of l (corresponding to a steep overall slope
and/or a small magnitude of initial roughness) favoring

Figure 4. Influence of De on surface morphology (erosion
of 0.2, n = 2, l = 1). Large values of De indicate sediment
transport is dominated by fluvial processes, whereas for small
De, hillslope sediment transport becomes more important.

SIMPSON AND SCHLUNEGGER: LANDSCAPE EVOLUTION AND MORPHOLOGY ETG 7 - 9



parallel drainage networks and an almost periodic channel
spacing (e.g., Figure 7a), whereas large values of l favor
development of highly branched channel networks (e.g.,
Figure 7d). These results are consistent with field observa-
tions showing that dendritic drainage networks tend to
develop in regions with gentle slopes whereas parallel
drainage networks are characteristic of moderate or steep
regional slopes [e.g., Howard, 1967]. The influence of l
increases sharply for values greater than �10, as indicated
by a dramatic (�50%) increase in channel sinuosity or
average channel length as the relative magnitude of
roughness is increased further (Figure 8a).
[28] It is interesting to note the apparent increase in the

scale of observation as l is increased (i.e., Figure 7a
resembles small-scale rill structures on a hillslope, whereas
Figure 7d resembles a large-scale drainage pattern). This
effect, although not due to a change in scale, may actually
reflect one, since at the scale of a single hillslope (in natural
systems) the ridge height tends to be large relative to the
magnitude of roughness whereas at larger scales the region-
al slope becomes progressively smaller relative to rough-

ness. As discussed more in section 5, this interpretation has
interesting implications concerning the dependency of chan-
nel morphology on scale.
[29] Varying the relative magnitude of initial noise also

influences the interface width, with large magnitudes of l
causing large interface widths or relatively rough surfaces
(Figure 8b). A more surprising result is that l significantly
influences the interface scaling. The roughness exponents
increase from �0.7 to �0.8 as l is increased from 0.1 to
100 (Figure 8b). Note that l does not influence the
crossover length scale (Figure 8b) or equivalently the
characteristic drainage spacing (Figure 7).
[30] The reason for the observed dependency of the

channel network form on l is likely to be due to the
influence of surface roughness on local flow directions.
When a surface is relatively rough with stochastic noise
(as is a surface which is flat on average), runoff flowing
down the surface is strongly perturbed resulting in a highly
branching channel network, whereas when the magnitude of
roughness is relatively small (as is a steeply tilted surface),
flow of runoff is relatively unhindered and the resulting

Figure 5. Influence of De on (a) channel sinuosity, (b) maximum exposed surface area,) (c) crossover
length scale (average channel spacing, and (d) interface width scaling. Channel sinuosity, as defined here,
is determined from equation (11). This figure indicates that the ratio of fluvial to hillslope sediment
transport (i.e., De) has an important influence on surface and channel network properties.

ETG 7 - 10 SIMPSON AND SCHLUNEGGER: LANDSCAPE EVOLUTION AND MORPHOLOGY



Figure 6. Influence of De on (a) the time evolution of
surface area, (b) saturation time ~ts, and (c) interface width.
The saturation time is defined as the time when the surface
area saturates (as shown in Figure 6a for De = 100). Note the
linear relations between interface width and the logarithm of
time during growth and decay phases (Figure 6c).

Figure 7. Influence of the relative magnitude of initial
roughness (l, see equation (12)) on surface morphologies
(De = 1000, n = 2, initial surface slope of 1/100, erosion of
0.2). Small values of l correspond to steep initial surfaces
and/or small magnitude of initial roughness, whereas large
values of l correspond to flat initial surfaces and/or large
magnitudes of initial roughness.
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channel network tends to be more regular and parallel in
nature. Note that in the extreme case where the magnitude of
initial roughness is zero (and the initial surface is exactly
planar), no channelization occurs and the solutions become
truly one-dimensional (i.e., neither the discharge or topog-
raphy exhibit variation parallel to the ridge axis).

5. Discussion

[31] One of the major objectives of this study has been to
systematically investigate how the ratio of sediment trans-
port on hillslopes to sediment transport in channels influ-
ences the overall landscape morphology and dynamics. To
this end, we have derived a critical nondimensional number
De which can be interpreted as the ratio of characteristic
timescales associated with dispersive and concentrative
sediment transport processes, respectively. This number is
a function of other parameters such as the characteristic
system size (or slope length), hillslope diffusivity, fluvial
detachment coefficient, steady state rainfall and hydraulic
regime. De is the only independent parameter (apart from
those related to initial conditions) which can influence

landscape evolution for the set of equations investigated.
Simulations demonstrate that De has an important influence
on both surface and channel network morphology and the
response time of landscapes, with large values of De

(i.e., fluvial-dominated sediment transport) favoring rough
highly incised surfaces containing a dense (closely spaced)
channel network that evolves rapidly in time. For lower
values of De, time evolution is slower, the resulting land-
scapes are smoother and the channel network is less
branching and less dense. Note that high steady state rainfall
(large De) corresponds to fluvial-dominated model land-
scapes (Figure 4), whereas in nature it is typical that
relatively dry climates with highly sporadic rainfall are
fluvial-dominated. Thus equating ‘‘strongly fluvial’’ and
‘‘wet’’ is not possible. This point emphasizes the impor-
tance of considering transient effects of climate when
estimating values of De from natural landscapes. The
importance of a transient climate in influencing erosion
rates has been argued by Molnar [2001] on the basis of
general transport laws and the frequency-magnitude distri-
bution of floods and has been investigated numerically by
Tucker and Bras [2000].
[32] Our results imply that some important properties of

landscapes such as local relief, drainage density and exposed
surface area are strongly influenced by the dominant process
of sediment transport. In particular, fluvial-dominated sys-
tems favor generation of large relief (i.e., large interface
widths) and large total exposed surface area. We emphasize
that even though it is river channels which are capable of
creating large relief, hillslope sediment transport imposes an
important limit to the total relief through modifying the
hillslope length and channel density [see also Montgomery
and Dietrich, 1992]. Thus the finite landscape morphology
reflects the relative importance of sediment transport pro-
cesses: competition between the roughening influence of
concentrative fluvial transport and the smoothing influence
of hillslope transport. Interestingly, the increase in surface
area due to fluvial incision may have a self-regulating
influence on landscape morphology by increasing the pro-
portion of substrate available for (weathering and) hillslope
transport. Thus the effective magnitude of De may be
buffered by the landscape. This effect may explain why the
channel spacing (and to a lesser extent the exposed surface
area) saturates with increasing De beyond �103 (see Figures
5b and 5c).
[33] The predictable way in which landscape morphology

responds to De is broadly consistent with other studies. For
example, field-based studies indicate that hillslopes tend to
dominate landscapes at small spatial scales (small De),
whereas fluvial features tend to dominate at large scales
(large De) (e.g., Montgomery and Dietrich, 1992). Further-
more, whereas high drainage densities (and small channel
spacings) are often found in association with semiarid
badland-type (fluvial dominated) landscapes, low drainage
densities (large channel spacings) are typical of more humid
(hillslope dominated) landscapes [e.g., Kirkby, 1992]. Sim-
ilarly, many studies have shown that catchment properties
such as the areas-slope relationship are strongly influenced
by the ratio between the importance of hillslope and channel
processes, the transition (in process dominance) being
controlled by change of scale [e.g., Willgoose, 1994], rock
type [e.g., Howard, 1994], climate [e.g., Tucker and Sling-

Figure 8. Influence of l (the relative magnitude of initial
roughness) on (a) channel sinuosity Se (see equation (11))
and (b) interface width scaling for two of the simulations
shown in Figure 7.
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erland, 1997], or the presence of different dominant hill-
slope processes [e.g., Tucker and Bras, 1998]. A major
contribution of this study has been to put results such as
these into a consistent framework by identifying a single
independent controlling parameter (i.e., De, which depends
on all other model parameters) and by quantifying its
influence.
[34] The strong dependency of average channel spacing

on De demonstrated here is inconsistent with field data
presented by Hovius [1996], at least at first glance. Hovius
[1996] showed that major rivers draining relatively linear
mountain belts from around the world display a remarkably
regular spacing in a wide range of climatic settings and
substrate lithologies. The same data also show a consistent
linear relationship between drainage spacing and the half
width of the mountain belt, implying a strong kinematic or
geometrical control on the spacing of major rivers (in well-
developed drainage systems). In contrast, simulations indi-
cate that the average channel spacing tends to decrease with
increasing De, and therefore with increasing system size.
However, the connection between this study and that of
Hovius [1996] is not straightforward since attention here is
focused on the average channel spacing, not the spacing of
major drainage outlets as investigated by Hovius [1996].
The two measures yield significantly different results as
illustrated in Figure 2b (erosion is 0.6), where it can be seen
that there are 2–3 major drainage outlets (with a spacing of
�0.5), but where the calculated average channel spacing is
0.084 (implying 1/0.084�12 channels). In this case, the
empirical relation of Hovius [1996] predicts a spacing of
0.5, as observed for major channel outlets (given that the
width of the slope is 1). An additional complication is
implied by the observation that the channel structure and
spacing changes in time (e.g., in Figure 2b compare erosion
is 0.02 where there is a single channel spacing frequency
with erosion of 0.6 which shows an additional channel
frequency at larger scale comprising the ‘‘major’’ drainage
outlets). Together these observations highlight the difficulty
of resolving the channel spacing problem as currently posed
and the importance of devising measures (e.g., analyzing
spectra or interface width crossover distances) that can be
applied to large data sets in an objective fashion.
[35] It is interesting to note that the characteristic time-

scale for linear hillslope processes based on the relation th =
L2/k varies between �1000 and 10,000 Ma for a hillslope
diffusivity 103 m2 Ma�1 [e.g., Hanks et al., 1984] and
systems sizes varying between 1 and 10 km, respectively.
The enormity of this timescale compared to the time within
which landscapes are thought to respond may tempt one to
argue that linear hillslope diffusion of regolith or other
cohesionless material makes up a negligible contribution to
natural landscapes and can, therefore, be ignored. However,
as our simulations demonstrate, both the landscape mor-
phology and dynamics are sensitive to variations in De, even
for large values of De corresponding to small hillslope
diffusivities. The inclusion of fluvial sediment transport
drastically decreases the timescale of landscape evolution.
For example, increasing De by a factor of 10 decreases the
system response time by a factor of 6 assuming n = 2 (see
section 4.3). This result implies that in order for landscapes
at spatial scales of 1 to 10 km to evolve on timescales of
1 Ma, De must be on the order of 1000–10,000 (based on

the hillslope timescale discussed above). A De of this
magnitude appears at least plausible based on the visual
appearance of model landscapes (see Figure 4). Note that
the fluvial transport exponent n will strongly influence the
rate of topographic evolution, with fast response times
corresponding to large values of n. The surface morphology
and channel spacing are less sensitive to varying n, as long
as n > 1.
[36] Treating landscapes as a transport-limited system

involving coupling between hillslope and fluvial processes
leads naturally to the clear identification of an effective
(system) diffusivity ke = k + c qn (see equation (4)), or in
non dimensional form ~ke = 1 + De~q

n (see equation (6)). As
noted above, because ke increases with system size (due to
dependency of ke on q), the time scale within which finite
landscapes develop is considerably smaller than the case
for systems evolving by pure linear diffusion. In reality, ke
is a function of the frequency and magnitude of rainfall
(only the latter of which has been treated here). Estimation
of the effective diffusivity (and therefore of the system
sediment transport function) in natural systems could
potentially be obtained by measuring (at a variety of length
scales) system response times related to either climatic or
tectonic perturbations.
[37] Results of simulations demonstrate that landscapes

undergo important changes in surface and channel network
morphology as erosion proceeds with time. For example, it
was shown that following the emergence of highly dynamic
shallow incisions on an initially unchannelled surface, the
channel network stabilizes and develops by a combination
of headward incision and lateral channel widening. These
features appear to be reasonably well understood and have
been observed in many numerical studies [e.g., see Will-
goose et al., 1991c; Rigon et al., 1994; Tucker and Sling-
erland, 1997]. The general coarsening of natural drainage
networks with time does not appear to have been widely
discussed in the literature, although it has been observed
[e.g., Collins et al., 1983; Smith et al., 1997b]. This
behavior is interpreted to indicate a transition between an
early (linear) development stage where incisive instabilities
are fast growing and of very short wavelength and later
development (nonlinear) stages where slower growing,
longer wavelength instabilities begin to dominate due
to saturation of earlier instabilities, as theoretical results
suggest [e.g., Loewenherz-Lawrence, 1994]. If this interpre-
tation is correct, one may expect in nature that short-
wavelength channel features to have small amplitudes
(because they saturate early) and long-wavelength features
to have relatively large amplitudes. This inference is con-
sistent with studies showing that natural landscapes tend to
be self-similar [e.g., Huang and Turcotte, 1989] and with
the observed power law scaling between ~w and ~l (e.g.,
Figure 5d). Note, however, that short-wavelength channels
are anticipated to be difficult to observe in humid climates
with abundant soil cover because response times are so
rapid at small scales that channels formed in early devel-
opment stages are likely to be rapidly obliterated during
periods of prolonged precipitation. The exception to this
may occur in relatively arid climates during erosion in
response to short and intense rain bursts. Early stages of
topographic development bearing very short wavelength
incisions have more chance of being preserved due to the
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sporadic nature of precipitation events that are separated by
long periods within with very little erosion occurs because
an almost complete lack of hillslope diffusion.
[38] A characteristic feature demonstrated by the simu-

lations presented is the presence of a two-stage history for
landscape evolution (e.g., see Figure 3). Surface morphol-
ogy during the initial (growth) phase reflects the fact that
new channels are rapidly formed and propagate headward
toward the upper boundary resulting in growth of relief and
surface roughening. In the later (decay) phase, topographic
evolution is dominated by lateral and vertical incision
within the already existing channel network that leads to
exponential decay of topographic relief and smoothing of
topography toward a flat (steady state) surface. Similar
phases of topographic evolution were envisaged by Davis
[1954] and have commonly been observed in numerical
models studying the response to impulse-like tectonic
forcing [e.g., Willgoose, 1994; Kooi and Beaumont, 1996;
Smith et al., 1997b], although these studies distinguished
three rather than two main phases. We suggest that the
transition from growth to decay phases of topographic
evolution is explained by the growth of spatial correlations
on the surface, which eventually reach the system size at
which time the entire surface becomes correlated and the
surface properties (such as interface width) saturate (see
section 4.1 for more detail). This interpretation is consistent
with the observed dependency of the time required for
saturation (i.e., ~ts) on De and with the general observation
that saturation coincides with the arrival of backward
incision at the upper boundary (e.g., erosion of 0.2 in
Figure 2). Kooi and Beaumont [1996] suggest that the
transition from growing to declining sediment yield indi-
cates the time when rivers achieve grade at the base level for
the first time, at which time a local dynamic equilibrium is
achieved. However, these authors also point out that this
dynamic equilibrium cannot correspond to overall macro-
scopic equilibrium since the later coincides with steady state
when all topography is eroded to base level (i.e., assuming
zero base level change following initial block uplift). An
interesting question that needs to be addressed in future
work is: Does the saturation time related to channels
connecting with the entire surface correspond with the time
at which steady state is achieved in situations experiencing
constant base level fall?
[39] Simulations demonstrate that some important fea-

tures of landscapes form very early in the erosional history,
reflecting an important dependence on initial conditions.
This result is illustrated by the formation of channels during
the initial growth phase of topographic evolution, the
location of which remain relatively constant throughout
subsequent evolution (Figure 2b) and by the strong influ-
ence that the magnitude of initial roughness (relative to the
overall surface slope) has on finite surface and channel
network morphologies (Figure 7). Similar interpretations
have been made on the basis of field data. For example, it is
well known that dendritic drainage networks tend to devel-
op in regions with gentle initial slopes whereas parallel
drainage networks are characteristic of moderate or steep
regional slopes [e.g., Howard, 1967]. Furthermore, Talling
et al. [1997] argue that the drainage spacing may be
determined primarily during the early stages of channel
network growth. We suggest that the dependency of surface

and channel network morphologies on initial noise is related
to competition between the local roughening effect of noise
and global smoothing effect of diffusive sediment transport.
In this sense, the initial topographic noise acts as a form of
quenched noise except that it is progressively decayed in
time by diffusion. If the noise is initially large, then it can
significantly influence the flow directions and the channel
network before time has had a chance to eliminate its
influence. If, on the other hand, the initial noise is relatively
small, the surface and channel network morphology is
determined largely by competition between dispersive and
concentrative sediment transport. Simulations indicate that
the effect of increasing the magnitude of initial roughness
appears similar to the effect that could be anticipated by
increasing the scale of observation (see section 4.4). We
suggest that this effect, although not due to a change in
scale, may actually reflect one, since casual observation of
natural examples indicates that, at the scale of a single
hillslope, the ridge height tends to be large relative to the
magnitude of roughness (a condition tending to favor the
formation of rill-like channels) whereas at larger scales,
regionally averaged slopes become progressively smaller
relative to roughness (a condition leading to the formation
of more complex dendritic drainage networks). It is sug-
gested that structures such as rills are not necessarily
restricted to small scale (i.e., because of some specific
process dominance at this scale) but that the initial surface
conditions favorable for their formation tend to be typical at
small scale. Similar arguments apply to the formation of
large-scale dendritic drainage basins. Thus we argue for a
continuous transition between, and a single formation mode
for small-scale structures such as rills and large-scale
drainage basins.
[40] This paper has also quantified how interface width

scales as a function of space and time. Roughness exponents
derived from simulations, which describe how the interface
width changes with changing spatial scale, vary between 0.7
and 0.8 at small scales. These exponents progressively
decrease as scale increases, before eventually dropping
close to zero at the scale defined by the main channel
spacing (termed here the crossover length scale). Similar
exponents and crossover behavior are reported for natural
data [e.g., Dodds and Rothman, 2000]. Model roughness
exponents at the smallest scale are shown to be independent
of De, which is a surprising result given the strong influence
De imposes on the overall surface properties. Nevertheless,
this result is consistent with the work of Rigon et al. [1994],
who showed the scaling of planar properties (such as
interface width) does not appear to be significantly influ-
enced by hillslope diffusion, whereas the scaling of surface
properties is modified. The roughness exponents are, how-
ever, dependent on the relative magnitude of initial noise. A
similar dependency of roughness exponents on noise has
been observed for many other physical systems [Barabási
and Stanley, 1995]. Willgoose et al. [1991b] also showed
that network statistics (such as the length and bifurcation
ratios) are sensitive to small variations of initial randomness
(while holding the magnitude of noise constant). Note
however, that such variations lead to networks that are
‘‘physically similar’’ [see also Howard, 1994], which is
not the case when varying the magnitude of initial noise (see
Figure 7). A surprising result found here is the logarithmic
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scaling observed between interface width and time. Physi-
cally this law implies that the interface width initially grows
very rapidly while later it grows very slowly. As suggested
in section 4.3, the reason for this behavior may lie in the
initially unstable nature of channel incision [see Smith and
Bretherton, 1972; Loewenherz-Lawrence, 1994] that gener-
ates a rapid increase in roughness at small times. It is much
more normal that surface growth in other physical systems
is controlled by power laws [Barabási and Stanley, 1995].
That fact that growth of surfaces by erosion is not controlled
by a power law indicates that the growth exponent is not
defined.

6. Conclusions

[41] This paper presented a detailed investigation of how
the ratio of sediment transport on hillslopes to sediment
transport in channels influences landscape and channel
network morphology and dynamics. This problem has been
investigated by numerically solving and investigating sol-
utions of equations that are based on the conservation of
surface water and sediment combined with a simple trans-
port law connecting the sediment flux to the local slope and
runoff discharge. The most important points of this study
are summarized as follows:
[42] 1. We have identified a critical nondimensional

parameter De that is a function of rainfall, system size, rock
type and hydraulic regime and that is a measure of the
relative importance of fluvial and hillslope sediment trans-
port. Large values of De imply that sediment transport is
dominantly fluvial. De is the only independent parameter
(apart from those related to initial conditions) which can
influence landscape evolution for the set of equations
investigated.
[43] 2. De has an important and predictable influence on

the surface morphology (e.g., total exposed surface area,
surface roughness, local relief), channel network form (e.g.,
channel sinuosity), and channel spacing. Fluvial dominated
systems (i.e., large De) are characterized by rough, high-
relief, highly incised surfaces which contain a dense (close-
ly spaced) channel network. Lowering De leads to smoother
topography, lower-relief, greater channel spacing and less
sinuous channels.
[44] 3. De has an important influence on the dynamics of

erosion, with large values of De greatly increasing the rate at
which landscapes evolve.
[45] 4. Topographic evolution in the absence of base level

change tends to occur in two major phases, an initial growth
phase reflecting formation of new channel and creation of
relief and a later decay phase related to destruction of
preexisting channels. The transition between growth and
decay phases is suggested to be related to a saturation
phenomenon.
[46] 5. The scaling behavior of simulated topography

with respect to both time and space is obtained and is
shown to be independent of De. Roughness exponents are
found to be in the range 0.7–0.8. The magnitude of initial
roughness influences the roughness exponents. The inter-
face width is shown to grow and decay as the logarithm of
time. Thus the classical growth exponent is undefined.
[47] 6. Surface and channel network morphologies are

shown to be strongly influenced by the overall surface slope

relative to the magnitude of initial topographic roughness
(with relatively flat and/or rough initial surfaces favoring
development of highly branching channel networks, where-
as relatively steep initial surfaces favor parallel drainage
patterns with regular drainage spacings).
[48] Finally, this study indirectly shows that classical

well-established numerical techniques such as the finite
element method can be used with success to investigate
the coupled runoff-erosion problem.
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