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Abstract
We propose a determination of the pion transition form factor (TFF) $F_{\pi^0\gamma\gamma^*}$ with two spacelike virtual photons in the region of low $Q^2$ by a measurement of the $\pi^0\gamma\gamma^*$ electroproduction cross section in the Primakoff kinematical regime. Exclusive electroproduction events need to be identified, where both the scattered electron and the produced pion are detected in the forward scattering region in coincidence. We propose to perform this experiment at the A1 facility at MAMI, by upgrading the available setup with an electromagnetic calorimeter which is originally designed for the PANDA experiment at FAIR, within the framework of the so-called “phase 0” of the FAIR project. Measurements of the cross section with statistical uncertainties at the percent level for several $Q^2$ values up to 0.06 GeV$^2$ and 0.01 GeV$^2$ for the two virtualities, respectively, are feasible within measuring times of 1000 hours or less. At present, only single-virtual TFF data, coming from $\pi^0$ production in $e^+e^-$ collisions, are available in the spacelike region, at the lowest $Q^2$ of 0.3 GeV$^2$. TFF data with two virtual photons, with emphasis on the low-$Q^2$ regime, are needed to provide a more precise estimate of the so-called hadronic light-by-light scattering contribution to the anomalous magnetic moment of the muon $a_\mu$. An important uncertainty in the Standard Model prediction for $a_\mu$ comes from this contribution.
1 Physics Motivation

The anomalous magnetic moment of the muon $a_\mu = (g - 2)_\mu / 2$, the deviation of the muon gyromagnetic ratio $g$ from the value for a point-like spin-1/2 Dirac particle, $g = 2$, arises due to the Standard Model radiative corrections. The comparison of very accurate theoretical calculations with an equally precise measurement of $a_\mu$ offers a very sensitive test of the Standard Model in the electroweak and strong sectors.

Currently, a $4\sigma$ discrepancy of the SM theory $[1, 2]$ $a_\mu^{SM} = 116\,591\,828 (50) \times 10^{-11}$ (1)
with the measurement at BNL is observed $[3]$, $a_\mu^{exp} = 116\,592\,089 (63) \times 10^{-11}$ (2)

A new, more precise measurement at Fermilab is ongoing $[4]$, aiming to reduce the experimental error by a factor of 4. Should the deviation from the SM prediction persist, it would hint to particles or interactions beyond the Standard Model.

As experimental effort is being undertaken, aiming at reducing the experimental uncertainties, also the theoretical prediction needs to be constrained with higher accuracy. To that end, a full set of QED corrections at five-loop accuracy $[5]$, $a_\mu^{QED} = 116\,584\,718.951 (80) \times 10^{-11}$ (3)
and electroweak corrections at two-loop accuracy $[6]$, $a_\mu^{EW} = 153.6 (1.0) \times 10^{-11}$, (4)
have been reliably calculated. The uncertainty of these contributions does not pose any limitation to the interpretation of the experimental results.

Whenever the strong interaction is involved, the same level of accuracy as for QED and weak corrections can not be achieved. The two relevant hadronic contributions to $a_\mu$ are the hadronic vacuum polarisation (HVP) which arises at two-loop (Fig. 1 (a)) and three-loop level (Fig. 1 (b-d)) (order $O(\alpha^2)$ and $O(\alpha^3)$, respectively), and the hadronic light-by-light (HLbL) scattering (Fig. 1 (e)) arising at three-loop ($O(\alpha^3)$).

Recent improvement in the theory error estimates for the hadronic contributions to $a_\mu$ rely on a data-driven approach. For instance, the leading-order HVP contribution is expressed as

$$a_{\mu}^{HVP, LO} = \left(\frac{\alpha m_\mu}{3\pi}\right)^2 \int_{4m_\mu^2}^{\infty} \frac{ds}{s^2} K(s) R(s), \quad \text{where} \quad R = \frac{\sigma_{tot}(e^+e^- \rightarrow \text{hadrons})}{\sigma(e^+e^- \rightarrow \mu^+\mu^-)},$$

which directly uses the measured cross sections for $e^+e^- \rightarrow \text{hadrons}$ as input, and $K(s)$ a known kinematical factor. Moreover, the $1/s^2$ weighting with energy results in an enhanced sensitivity to the lower part of the hadronic spectrum, which is well known experimentally. The most recent evaluation of the HVP contribution leads to $[2]$ $a_{\mu}^{HVP (2+3-loop)} = 6\,851 (43) \times 10^{-11}$.
2.2.1 Hadronic contribution

The hadronic contribution to $a_\mu$ is about 60 ppm of the total value. The lowest-order ... to the error squared on the integral. The contribution is dominated by the two-pion final state, but other low-energy

Figure 1: Hadronic contributions to the muon anomaly: HVP two-loop (diagram a), HVP three-loop (diagrams b-d), and HLbL (diagram e)

Figure 2: Pseudoscalar meson pole contribution to $a_\mu$. The double line represents the propagators of $\pi^0$, $\eta$ and $\eta'$ mesons. The associated permutations of this diagram are not shown.

The HLbL contribution, according to ”Glasgow Consensus” [7], amounts to

$$a_\mu^{HLbL} = 105 (26) \times 10^{-11}. \quad (7)$$

Although HLbL is suppressed by one power of $\alpha$ with respect to HVP, the uncertainties are of the same order.

This relatively large uncertainty is due to the fact that it is in general impossible to represent the HLbL contribution to $a_\mu$ as an integral over the data, in the spirit of Eq. 5. Recently, dispersion theory was applied to the HLbL amplitude [8, 9, 10], allowing to relate this contribution to quantities measurable in the $\gamma^*\gamma^*$-fusion process. Similarly to the case of HVP, the integral is strongly weighted towards the lower part of the spectrum of $\gamma^*\gamma^* \to$ hadrons, and the dominant contribution to $a_\mu^{HLbL}$ comes from light pseudoscalar mesons propagating between the two-photon vertices, as depicted in Fig. 2. Its contribution to the muon anomaly is given by an integral over the meson transition form factor $F_{PS\gamma^*\gamma^*}(Q_1^2, Q_2^2)$, which is a function of the (spacelike) photon virtualities $Q_{1,2}^2$ according to

$$a_\mu^{HLbL,PS} = \int_0^\infty dQ_1 \int_0^\infty dQ_2 \int_{-1}^1 d\tau \, w(Q_1, Q_2, \tau) F_{PS\gamma^*\gamma^*}(-Q_1^2, -(Q_1+Q_2)^2) F_{PS\gamma^*\gamma^*}(-Q_2^2, 0), \quad (8)$$

with $PS = \pi^0, \eta, \eta'$, and a known kinematical weighting function $w$. The evaluation of the above integral signals a significant model dependence as the results range from
57(4) \times 10^{-11} for the \pi^0 contribution and 83(6) \times 10^{-11} for \pi^0 + \eta + \eta' in the vector meson dominance (VMD) model [11], to 77(7) \times 10^{-11} and 114(10) \times 10^{-11} in a VMD model with explicit operator product expansion constraints [12]. Data driven approaches that use rational approximants to parametrise the pseudoscalar form factors obtain values between the two extremes, 63.6(2.7) \times 10^{-11} and 94.3(5.3) \times 10^{-11}, respectively [13].

The value of the form factor in the real photon limit with respect to both virtualities is on the one hand given by the chiral anomaly, \( F_{\pi^0 \gamma \gamma}(0, 0) = (4\pi^2 F_{\pi})^{-1} \), with \( F_{\pi} = 92.4 \) MeV the pion decay constant. On the other hand, it is related to the \( \pi^0 \) radiative decay width, according to

\[
\Gamma_{\gamma \gamma} = \frac{1}{4} \pi \alpha^2 m_{\pi}^3 |F_{\pi^0 \gamma \gamma}(0, 0)|^2, \tag{9}
\]

with \( \Gamma_{\gamma \gamma} = 7.82(14)(17) \) eV obtained by the PRIMEX collaboration [14]. The two ways to obtain the normalisation are in excellent agreement with each other (including small chiral corrections to the anomaly [15]).

The analysis of the body of data from CELLO, CLEO, BABAR and Belle with one spacelike photon with Padé approximants [13] results in a very precise low-\( Q^2 \) parametrisation of the \( Q^2 \)-dependence of the pion form factor,

\[
\frac{F_{\mu \pi^0 \gamma \gamma}(-Q^2, 0)}{F_{\mu \pi^0 \gamma \gamma}(0, 0)} = 1 - a_{\pi} \frac{Q^2}{m_{\pi}^2} + b_{\pi} \left( \frac{Q^2}{m_{\pi}^2} \right)^2, \tag{10}
\]

with the slope and curvature parameters \( a_{\pi} = 0.0324(12)(19) \) and \( b_{\pi} = 0.00106(09)(25) \), respectively. The first and the second number in the parentheses denote the statistical and systematical uncertainty, respectively.

The aim of the experiment proposed in this letter of intent is to improve the precision both of the measurement of the \( \pi^0 \) decay width, and of the form factor. We will study the doubly-virtual case at very low spacelike virtualities \( q_{1,2}^2 = -Q_{1,2}^2 < 0 \), for which

\[
\frac{F_{\mu \pi^0 \gamma \gamma \gamma \gamma}(-Q_{1}^2, -Q_{2}^2)}{F_{\mu \pi^0 \gamma \gamma \gamma \gamma}(0, 0)} = 1 - a_{\pi} \frac{Q_1^2 + Q_2^2}{m_{\pi}^2} + b_{\pi} \frac{Q_1^4 + Q_2^4}{m_{\pi}^4}. \tag{11}
\]

### 2 Pion TFF via Primakoff effect

The Primakoff effect [16] is the production of a \( \pi^0 \) by a high-energy real photon in the Coulomb field of a nucleus \( A \), consisting of \( Z \) protons and \( N \) neutrons, via the process \( \gamma + A(Z, N) \rightarrow \pi^0 + A(Z, N) \). This experimental method has recently been used by the PRIMEX collaboration [14] to obtain the to date most precise measurement of the \( \pi^0 \) two-photon width, \( \Gamma_{\gamma \gamma} = 7.82(14)(17) \) eV.

To go beyond the real photon point and address the \( \pi^0 \) transition form factor, \( \pi^0 \) coherent electroproduction should be studied,

\[
e + A(Z, N) \rightarrow e + A(Z, N) + \pi^0 \tag{12}
\]

The four momenta of incoming and outgoing electron are denoted as \( k = (E, \mathbf{k}) \) and \( k' = (E', \mathbf{k}') \), respectively, and the four momentum transfer from the electron is
Figure 3: Contributions to the $\pi^0$ electroproduction on a nucleus: Primakoff (a), strong coherent (b) and incoherent (c) mechanisms. The $X$ in the final state of diagram (c) indicates any break-up state of the nucleus, where the single nucleon knock-out, $X = (A - 1) + p, n$, is the predominant one.

$q = k - k'$ as $q = (\nu, q)$. The pion four momentum is $k_\pi = (\omega_\pi, k_\pi)$ and $m_\pi$ the $\pi^0$ mass. Finally, the four-momentum transfer to the nucleus is $q_t = q - k_\pi$. Both transferred four-momenta are spacelike, $q^2 = -Q^2 < 0$ and $q_t^2 < 0$.

Generally, there are three distinct contributions to the $\pi^0$ production on a nucleus: along with the mechanism of interest, the Primakoff effect (diagram (a) in Fig. 2), strong coherent production (diagram (b) in Fig. 2) and incoherent (diagram (c) in Fig. 2) mechanisms contribute.

The scattering amplitude underlying the Primakoff mechanism is given by

$$T_{Prim} = 2M_A e^3 Z t F_{Ch}(t) F_{\pi^0,\gamma^*\gamma^*}(-Q^2, t) e^\mu(q) \varepsilon_{0\beta\mu} q^\alpha k^\beta_\pi,$$

where the laboratory frame with the target nucleus at rest was used, $P^\mu = (M_A, \vec{0})$, with $P$ the nucleus four-momentum and $M_A$ its mass. Furthermore, $e^\mu(q)$ stands for the virtual photon polarisation vector, and the sign of the totally antisymmetric tensor is fixed according to $\varepsilon_{0123} = +1$. The pion TFF explicitly enters the amplitude along with $F_{Ch}(t)$, which denotes the nuclear charge form factor. The latter is related to the nuclear charge density $\rho_{Ch}$ and known from elastic electron scattering [17]. The four-fold differential cross section reads

$$\frac{d^4\sigma}{dQ^2 d\nu d\Omega_\pi} = \frac{\alpha}{\pi} \frac{\vert q \vert}{2E^2 Q^2 (1 - \epsilon)} \frac{d\sigma}{d\Omega_\pi},$$

with the virtual photon cross section given by

$$\frac{d\sigma}{d\Omega_\pi} = 8\alpha Z^2 \Gamma_{\gamma^*\gamma^*} \frac{\nu^3 \vert \beta_\pi \vert^3}{m^2_\pi t^2} \vert F_{Ch}(t) \vert^2 \left[ \frac{F_{p^0,\gamma^*\gamma^*}(0, 0)}{F_{p^0,\gamma^*\gamma^*}(-Q^2, t)} \right]^2 \sin^2 \theta_\pi (1 - \epsilon \cos 2\phi),$$

with $\epsilon$ the usual virtual photon polarisation parameter, $\beta_\pi = \sqrt{1 - m^2_\pi/\nu^2}$, $\theta_\pi$ the angle between the pion and the virtual photon momenta, and $\phi$ the angle between
the electron scattering plane and the outgoing pion. From Eq. 15 it is seen that a measurement of the Primakoff cross section gives a direct access to both the \( \pi^0 \rightarrow \gamma \gamma \) decay width, and to the TFF. To disentangle the two, measurements at several values of \( Q^2 \) are necessary.

The amplitude for the strong coherent production at high energies proceeds predominantly via the exchange of an \( \omega \) meson [18, 19], which for \(|t| \ll m_{\omega}^2\), with \( m_{\omega} = 782.65(12) \) MeV the \( \omega \) meson mass, reads

\[
T_{\text{Coh}} = 2M_A \frac{e}{-m_{\omega}^2} F_{St}(t) F_{\pi^0 \omega \gamma^*}(-Q^2, t) \epsilon_\mu(q) \epsilon_0^\alpha \alpha_\beta q^\beta \pi^\mu, \tag{16}
\]

with the strong nuclear form factor related to the nuclear density \( \rho_A \) which is assumed to follow the charge density but is normalised to the atomic weight \( A \), rather than charge \( Z \), \( \rho_A = (A/Z) \rho_{Ch} \). Moreover, for a qualitative understanding we notice here that nuclear saturation [21] leads to the \( \omega \) meson effectively interacting only with the nucleons on the surface of the nucleus, rather than the whole volume, changing the scaling from \( A \) to \( A^{2/3} \). It is thus useful to report here the naive VMD model expectation for the ratio of the strong coherent and the Primakoff amplitudes,

\[
|T_{\text{Coh}}^{\text{VMD}} / T_{\text{Prim}}| \sim \frac{A^{2/3} g_\omega^2 |t|}{Z 16\pi \alpha m_{\omega}^2}, \tag{17}
\]

with \( g_\omega = 17.1 \) the \( \gamma - \omega \) coupling determined from the electronic width of the \( \omega \) meson [20]. Then, the total coherent cross section reads

\[
\frac{d\sigma}{d\Omega_\pi} \approx \frac{d\sigma^\text{Primakoff}}{d\Omega_\pi} \left| 1 + e^{i\phi} \frac{A^{2/3}}{Z} \frac{g_\omega^2}{16\pi \alpha m_{\omega}^2} |t|^2 \right|^2, \tag{18}
\]

with the purely Primakoff cross section given by Eq. 15 and the relative phase \( \phi \approx 0.88 \) [19]. Plugging in numbers, we expect for the case of \(^{181}\)Ta the Primakoff to dominate for \(|t| \ll 0.002 \text{ GeV}^2\).

For a realistic calculation that goes beyond the naive VMD expectation of Eq. 17, Glauber (multiple scattering) theory, incorporating effects of absorption and rescattering of pions by the nucleus, shadowing of high-energy virtual photons, and nuclear saturation, is employed [25]. This framework was successfully applied to the analysis of the Primakoff and background processes in the past [18, 19].

Finally, incoherent production is accompanied by the knock-out of one or more nucleons. For the sake of a simple qualitative estimate, one can assume that the \( \omega \) exchange is the leading mechanism for the incoherent scattering, as well. In that case, the incoherent cross section is simply a sum of equal cross sections on \( A \) nucleons. Taking into account nuclear saturation, in high-energy collisions \( A \rightarrow A_{eff} \), with \( A_{eff} \approx 0.6A \), e.g. for lead [21]. Finally, the momentum transfer \( t \) is now transferred not to a nuclear state, but to a nucleon. This leads to an expectation

\[
\frac{d\sigma}{d\Omega_\pi} \approx \frac{d\sigma^\text{Primakoff}}{d\Omega_\pi} \frac{A_{eff}}{Z^2} \left| \frac{g_\omega^2}{16\pi \alpha m_{\omega}^2} \frac{t}{F_{Ch}^p(t)} \right|^2, \tag{19}
\]

Note that the \( \rho^0 \) meson exchange also contributes, but since it couples to the protons and neutrons with the opposite sign, and the respective VMD coupling \( g_\rho \sim (1/3)g_\omega \), its overall contribution is expected to contribute only a few percent of the \( \omega \)-mediate coherent production.
with \( G_E^p \) the proton’s electric form factor. The model of Ref. [22] goes beyond this simple estimate, including effects of multiple scattering, nuclear absorption and shadowing, and is employed to describe this contribution in a realistic calculation [25].

3 Proposed Experiment

3.1 Kinematics

The single \( \pi^0 \) electroproduction reaction given in eq. (12) has a three-body final state and its kinematics is fully determined by 5 independent variables. Detecting 2 final state particles and measuring their momenta gives 6 constraints, fixing the kinematics exclusively with one redundant quantity. Since the momentum of the recoil nucleus is too small for the particle to reach a detector, both electron and pion need to be detected.

Given that the Primakoff contribution is proportional to \( Z^2 \), the choice of a high-\( Z \) target is necessary. This implies that the mass of the target will also be large and thus the kinetic energy absorbed by the nucleus can be neglected. Consequently, the beam energy is shared completely by the scattered electron and the pion, i.e. \( \nu \approx \omega_\pi \). The four momentum transfer to the target nucleus is thus given by \( q_t \simeq (0, q_\pi) \), resulting in \( t = -q_t^2 \). From the momentum conservation relation \( \mathbf{q} = \mathbf{k}_\pi + \mathbf{q}_t \), the following expression for \( t \) can be derived:

\[
-t = 2\nu^2 + Q^2 - m_\pi^2 - 2\sqrt{\nu^2 + Q^2} \sqrt{\nu^2 - m_\pi^2} \cos \theta_{\pi q},
\]

where \( \theta_{\pi q} \) is the angle between the pion momentum and the momentum transfer \( \mathbf{q} \) in the laboratory frame. From Eq. (20), the kinematical conditions for minimising \( |t| \) can be derived.

Firstly, the pion energy \( \nu \) should be maximised. This happens if the beam energy is large and the scattering electron energy is small. In the following, the maximum beam energy of 1.5 GeV available at MAMI is considered, although slightly lower beam energies of the order of 1.2 GeV might improve the possible acceptance and thus the overall result of the experiment. The optimal beam energy will be subject of further studies and not treated in this letter. As for the scattered electron energy \( E' \), the detection and resolution capabilities limit the accessible range from below. As lower limit for \( E' \), the value of 100 MeV will be assumed.

Secondly, only measurements at relatively small \( Q^2 \) are possible, if the value of \( |t| \) has to stay limited. Neglecting the electron mass, the expression \( Q^2 = 2EE'(1 - \cos \theta_e) \) can be derived, where \( \theta_e \) is the polar scattering angle of the electron in the laboratory frame. Since the beam energy has to be large and \( E' \) is limited from below, the angle \( \theta_e \) needs to be kept rather small. This means that the momentum transfer \( \mathbf{q} \) will also have a small polar angle \( \theta_q \).

Thirdly, the angle \( \theta_{\pi q} \) should be as small as possible. Values of \( \theta_{\pi q} \) within few degrees turn out to be optimal for the sensitivity to the Primakoff contribution. If both \( \theta_q \) and \( \theta_{\pi q} \) are small, then the pion momentum itself will make a small angle with
Figure 4: Differential cross sections $d^2\sigma/dQ^2dt$ as a function of $t$ for different $Q^2$ values.

respect to the beam direction. This condition, combined with the fact that the pion energy is relatively high, implies that a large fraction of the $\gamma$ particles emitted in the $\pi^0$ decay will also have momenta with relatively small angles to the beam direction, i.e. in the same range as the scattered electron momentum. In the following, a polar angle range from $5^\circ$ to $15^\circ$ for the detection of both electron and $\gamma$s will be assumed. This will also become subject to optimisation studies, beyond the scope of this letter.

### 3.2 Cross section estimation

The expressions obtained in Section 2 are used to provide the estimates of the cross sections in Eqs. (15,18,19) in the kinematics of the proposed experiment, and to study the sensitivity of the observables to the Primakoff signal.

The nuclear electromagnetic form factor, entering the equations mentioned above, at small negative $t$ can safely be approximated by the Gaussian $F_{Ch}(t) = \exp(R_{ch}^2 t/6)$, where $R_{ch} = 5.48$ fm [17] is the nuclear charge radius.$^2$

The proton form factor is taken in the dipole form $G_p(E)(t) = 1/(1 + |t|/\Lambda^2)^2$ with $\Lambda = 0.81$ GeV chosen to reproduce the proton charge radius $\approx 0.84$ fm.

Results for this cross section as a function of $t$ for several $Q^2$ values and separated among the various contributions discussed above are shown in Fig. 4. The sum of the...

---

$^2$The $^{218}$Ta is considered as target nucleus (see below).
coherent and incoherent production is shown in yellow, whereas the same sum under the assumption of no Primakoff contribution is shown in dark blue. The difference between these two curves offers the sensitivity to the pion TFF. The peak structure at low $t$, originating from the Primakoff production, is clearly visible at $Q^2$ values up to 0.05 GeV$^2$. For higher $Q^2$, the minimum accessible $t$ value is too large and the Primakoff production becomes negligible.

Measurements at these largest values of $Q^2$ (and, consequently, $t$) can be used to fully determine the parameters of the background processes. Theoretical models will then be used to extrapolate this information down to the kinematics at which the Primakoff signal can be extracted.

The contribution coming from incoherent production is shown in orange and accounts for a significant portion of the overall distribution. A discrimination of this process by kinematical constraints would obviously enhance the sensitivity to the Primakoff contribution.

The total cross section decreases as a function of $Q^2$. The integral of $d^2\sigma/dQ^2 dt$ over $t$ from the lowest possible value up to $|t| = 0.015$ GeV$^2$ is shown in Fig. 5.

3.3 Pion acceptance correction

In order to detect and identify the $\pi^0$, and fully determine its momentum, both $\gamma$ particles from its decay need to be detected. These are emitted isotropically in the pion rest frame, and their angular distribution in the laboratory frame is determined by the pion momentum. Knowing this distribution gives the possibility to calculate the fraction of events with a given pion momentum, in which both $\gamma$s are emitted into the detector acceptance.
If one of the $\gamma$ momenta has a direction given by the rest frame variables $\theta^*$ and $\varphi^*$, and the pion polar angle $\theta_\pi$ and energy $\omega_\pi$ in the laboratory frame are fixed, the polar angles $\theta_{1,2}$ of the $\gamma$s in the laboratory frame can be calculated as $\theta_{1,2} = \theta_{1,2}(\theta^*, \varphi^*, \omega_\pi, \theta_\pi)$. Therefore an acceptance function $A(\omega_\pi, \theta_\pi)$ can be obtained as

$$A(\omega_\pi, \theta_\pi) = \frac{1}{2\pi} \int d\Omega^*_\gamma \Theta(\theta_1 - \theta_{\text{min}}) \Theta(\theta_{\text{max}} - \theta_1) \Theta(\theta_2 - \theta_{\text{min}}) \Theta(\theta_{\text{max}} - \theta_2), \quad (21)$$

where $\Theta(x)$ is the Heaviside step function, and $\theta_{\text{min}, \text{max}}$ define the polar angle acceptance range of the detector and are assumed to be equal to $5^\circ$ and $15^\circ$, respectively. The resulting acceptance function is shown in Fig. 6-a. In the region of interest for the pion kinematics, the value of this function ranges between 10% and 50%. The edges of the acceptance are visible at high energy and small angles ($\theta_{\text{min}}$), where one of the $\gamma$s is always emitted into the inner hole of the detector, and at low energies ($\theta_{\text{max}}$), where the opening angle between the $\gamma$ momenta becomes large enough that at least one of the particles ends up always outside of the outer detector border.

Using the function in Eq. (21), effective cross sections can be calculated by weighting the fully differential cross sections with $A(\omega_\pi, \theta_\pi)$ when integrating over the kine-
mathematical variables, e.g.:

$$\frac{d^3\sigma_{\text{eff}}}{dE'd\Omega_e} = \int d\Omega_{\pi\gamma} A(\omega_\pi, \theta_\pi) \frac{d^5\sigma}{dE'd\Omega_c d\Omega_{\pi\gamma}}.$$ (22)

Similar weighted integral can be calculated to get $d^2\sigma_{\text{eff}}/dQ^2 dt$ and $d\sigma_{\text{eff}}/dQ^2$. The latter is shown in Fig. 6-b. The comparison with Fig. 5 shows that the overall shape of the $Q^2$ dependence remains approximately the same but only about 20% to 30% of the events can be detected.

These estimations are also intended for assessing the rough feasibility of the experiment and are not meant to substitute Monte Carlo studies, including a detailed detector geometry description, as they are ongoing.

### 3.4 Proposed Setup

The measurement of the coherent $\pi^0$ electroproduction cross section can be performed at the A1 electron scattering facility, using the MAMI beam with an energy of 1.5 GeV $^3$ and a beam current up to 1 $\mu$A. As target, a tantalum ($Z = 73$) foil can be used.

The following upgrade of facility infrastructure in order to detect the scattered electron and the produced pion is proposed. Because the $\pi^0$ decays with almost 99% probability into two $\gamma$s, it can be detected only using an electromagnetic calorimeter (EMC). Since the optimal kinematics for enhancing the Primakoff contribution results into electron scattering angles in the same range of the emission angles of the $\gamma$s from the pion decay, also the electron needs to be detected with the same calorimeter. The detector needs to be placed at small forward angles and ideally cover the full azimuthal angle range, in order to maximise the acceptance. A ring-shaped calorimeter, installed downstream of the target around the exit beam pipe connecting the vacuum target chamber and the beam dump, is the ideal device (Fig. 7). The so-called EMP working group at the Helmholtz Institute Mainz, in collaboration with the Institute for Nuclear Physics of the Mainz University, is developing a part of the EMC for the future PANDA experiment at the upcoming FAIR facility in Darmstadt. Since the development of the detector is finished and the construction of the device has already started, it is eligible for taking part in the so-called phase 0 of FAIR, in which the use of FAIR equipment in other projects before the installation at FAIR is envisaged. The design of this detector matches the geometrical requirements for the experiment proposed in this letter, since it is intended to be placed at backward angles around the beam line inside the PANDA spectrometer. This calorimeter can be installed at A1, downstream of the target around the exit beam pipe.

In addition, a plastic scintillator detector has to be installed in front of the calorimeter, in order to distinguish between electrons and $\gamma$ particles.

Spectrometer A of the A1 detector system will be needed as well and will play a crucial role for the alignment of the EMC.

---

$^3$The optimal value of the beam energy needs to be determined but will lie in the range between 1.2 GeV and 1.5 GeV. In any case the use of MAMI-C is required.
In the following, more details about the setup for the proposed experiment are reported.

**Target material**
The nucleus which is intended to be used as target for the Primakoff measurement is $^{181}$Ta. Tantalum has $Z = 73$ and presents the advantage of the very high melting temperature of over 3000°C. This allows for beam operation with high beam currents without need for a cooling system.

For calibration measurements, other targets will be needed during the experiment operation. In particular carbon, which is commonly used for the spectrometer calibrations, and plastics, which can be used as proton target for coincidence measurements.

The movable target system already available at A1 would perfectly match the needs of this experiment.

**Electromagnetic calorimeter**
A detailed description of the technological solutions used in the PANDA electromagnetic calorimeter can be found in ref. [26]. Here, the most salient features are recalled.

The active material of the calorimeter is the inorganic scintillator lead tungstate (PbWO$_4$), produced in the so-called PWO-II version. Its radiation length is 8.9 mm and its Molière radius 20 mm, allowing for a compact design of the detector. The decay time of the scintillation light is 6.5 ns and the light yield is 2.5% of NaI at $-25^\circ$C, at which temperature the EMC is operated. The available crystals have a straight prism shape with the dimensions of $200 \times 24.5 \times 24.5$ mm$^3$. Their length corresponds to almost 22.5 radiation lengths, assuring a full longitudinal containment of electromagnetic showers. With the given transverse dimensions, 95% of the shower energy are typically deposited within a cluster of 9 crystals.

In total, 640 crystals are foreseen to be used in the A1 experiment. They will be arranged in $4 \times 4$ submodules (Fig. 8-a), which in turn will be supported from the back.
Figure 8: (a) Exploded rendering of an EMC submodule with 16 PWO crystals (grey elements in the centre). The black part on the left is a crystal holding structure made of epoxy-reinforced carbon fibres. On the right, holding elements to fix the submodule to the mounting plate are visible, together with front-end electronics boards. (b) Rendering of the EMC layout foreseen for the A1 experiment.

by an aluminium mounting plate, in such a way that the crystals are parallel to the beam direction. The transverse area filled with crystals will be approximately ring-shaped with an inner diameter of 25 cm and an outer diameter of 75 cm. The polar angle coverage can be adjusted by changing the distance to the target. To fix the final value, the optimisation studies mentioned previously need to be completed. In Fig. 8-b a rendered picture of the detector is shown.

The scintillating light is detected with two large area avalanche photodiodes (APD) per crystal, with an active surface of $7 \times 14$ mm$^2$. Due to their large capacitance, a low-noise charge sensitive preamplifier is needed for their readout.

For this purpose, the “ASIC for the PANDA front-end electronics” (APFEL) has been developed by the GSI electronics department [27]. In the chip, the typical readout chain with charge preamplifier, shaper and main amplifier is implemented. One possible downside of this ASIC for the proposed experiment is the relatively long shaping time, of the order of some hundred nanoseconds, which is inconvenient for very high rate measurements. Although this is not an issue for PANDA, where the APFEL is not used in the very forward region, it will possibly be the limiting factor for the luminosity at the A1 experiment.

The APFEL signals are transmitted over 10 m long cables away from the detector area, and are digitised with sampling analogue to digital converters (SADC). The digitised signals are processed in FPGA units, in order to detect detector pulses and extract their energy and time information. SADC and FPGA units are installed on a digitiser board, developed for the PANDA Collaboration at the University of Uppsala.

This whole system has been tested and characterised with two prototypes, built after the design of a 16-crystal detector module. The prototypes were also tested with beam at the MAMI facility, both at A2 with tagged photons and with the electron beam at the X1 extraction line. In Fig. 9, a picture of one prototype together with
Figure 9: (a) Prototype calorimeter with 16 PWO crystals, built with the same design as a submodule of the final EMC. (b) Relative energy resolution, measured with the prototype EMC at the X1 test facility at MAMI, where the single crystals were centred one by one on the electron beam at various beam energies. The four plots correspond to the data with the four innermost crystals of the prototype in the beam. The energies were determined by summing the signals from a 3×3 crystal matrix. The fit function is of the usual form $(\sigma_E/E)^2 = a^2 + b^2/E + c^2/E^2$ [28].

results for the relative energy resolution is shown. The typical resolution is between 2.0% and 2.5% at a particle energy of 1 GeV. The position resolution was also studied, and values of the order of 1 mm were obtained. This translates at about 1 m distance to the target into an angular resolution of better than 0.1°.

**Plastic scintillator detector**

In order to reduce the combinatorial background of the measurement, the capability to distinguish between electrons and photons needs to be added to the detector system. To this end, a plastic scintillator system, placed in front of the calorimeter, is foreseen. A prototype of this detector has been built and operated in coincidence with the EMC prototype [29]. It is composed of two layers of four scintillator stripes each, with a thickness of 5 mm and a surface which matches the front face of a four-crystal row. From the coincidence between the two layers, a charged particle can be identified together with the crystal into which it is directed. This adds also some extra information about the particle momentum direction, which might become useful in the data analysis.

The scintillator stripes are read out with silicon photomultipliers. Their signals are then registered with the same front end electronics, which is already in use at the photon tagger in the A2 experiment. This system was developed by the electronics department of the Institute for Nuclear Physics in Mainz and has the advantage that, being already routinely in use at A2, is very well developed and tested. The same
readout system has already been used also at the A1 in another experiment.

The detailed geometry of the scintillator system needs yet to be designed.

**Magnetic spectrometers**

An accurate reconstruction of the momentum direction of the final state particles is crucial for the proposed experiment. If the \( t \) dependence of the differential cross section shown in Fig. 4 has to be resolved at the lowest \( Q^2 \) value, a resolution in \( t \) of the order of \( 10^{-4} \) GeV\(^2\) is needed. The most significant impact on the determination of \( t \) comes from the transferred energy \( \nu \) and from \( \cos \theta_{\pi q} \). From Eq. (20), one derives that the \( \nu \) resolution at the highest \( \nu \) (lowest \( t \)) enters the \( t \) resolution with a weighting factor of about \( 10^{-2} \) GeV. Therefore, with an energy resolution at the percent level, the impact of the \( \nu \) resolution on \( t \) is at the desired order of magnitude.

On the contrary, \( \cos \theta_{\pi q} \) is weighted with a large factor of up to 4 GeV\(^2\), setting a required resolution of about 0.4° for \( \theta_{\pi q} \), which is in turn a combination of three different, directly measured angles. These should be thus measured with a resolution of roughly 0.2°. The angular resolution is given by the resolution of the position measurement with the EMC and the accuracy on the position of the calorimeter itself with respect to the target and the beam. Both of these accuracies need to be at the millimetre level in order to guarantee the needed angular resolution. Supposing that this is the case for the position measurement with the EMC, a procedure is required for determining the detector position with the same accuracy. It should be noted, that the relevant information is not quite the calorimeter position with respect to the hall, which should be easily determined at the millimetre level or better, but rather the position of the beam spot on the target and the beam direction with respect to the EMC. These parameters might vary significantly among different data taking runs, since the beam position and direction change after every beam optimisation. For this reason, a beam position measurement with one of the magnetic spectrometers of the A1 facility is needed periodically as position reference. Submillimetre statistical accuracies can be obtained within few minutes with the available apparatus. The relative position of spectrometer and EMC can then be obtained by measuring a known scattering process like elastic scattering on hydrogen (doable with a plastic target) with the spectrometer detecting the recoil proton and the calorimeter the electron in coincidence.

The magnetic spectrometers will play an important role also for the energy calibration of the EMC. Also in this case, a coincidence readout of both detector systems is needed. Among others, the best candidate for the energy calibration is probably the single \( \pi^0 \) production on the proton. For this purpose, the electron can be detected with a spectrometer, which would fix the dependence of the \( \pi^0 \) momentum on its emission angle. The decay \( \gamma \) would then be emitted over the full calorimeter surface, allowing for energy calibration through a global fit on the detected event sample. An improvement of the accuracy of this method would come from measuring the same process in triple coincidence, where a second spectrometer detects the recoil proton. This procedure would add a very useful redundancy, but its feasibility in terms of statistical accuracy might be an issue and should be investigated.
Data readout
For collecting the hit information from all detector modules, the so-called TRB system, developed at the GSI for the Hades and CBM collaborations, was chosen. This system has the advantage that all needed functionalities are already implemented and it is maintained and further developed by a larger community. Moreover, it has already been interfaced to the A1 readout electronics for another experiment.

In order to perform coincidence measurements with the EMC and the magnetic spectrometers, a common trigger signal is needed for starting the readout of both systems. In the original EMC readout, the signals are continuously digitised and the pulse detection happens after digitisation, introducing large latencies of the order of many microseconds. The spectrometer signals instead are digitised only if a trigger signal is present. The EMC electronics latency is therefore too long for building a coincidence. For this reason, an extra analogue circuit will be introduced before the input to the SADC boards, in order to discriminate the signals before digitisation. For each submodule, the signals of all 16 crystals will be summed and fed into a constant fraction discriminator (CFD). A logical OR of the outputs of all CFD will be generated and sent to the spectrometer electronics for obtaining the coincidence trigger signal. This will be sent back to the EMC electronics for starting the data acquisition, together with a unique event number. The data of the two systems will be read out independently into two separated data streams. Eventually, the event information can be recombined offline, based on the event number. This system has worked already successfully in a test experiment, as described below.

Hall integration
In order to operate the calorimeter in the A1 hall, no extra infrastructure is needed than what is already available. The full EMC needs essentially the same services as the prototype calorimeter, which was already operated in the A1 hall.

- For cooling the detector, a refrigerating unit will be used, which needs a dedicated line of cooling water for the operation. One of the available cooling water lines will be needed.

- When the detector is at the operating temperature of $-25^\circ C$, its inner volume is flooded with nitrogen in order to prevent ice formation. One of the available gas lines from the detector laboratory to the hall will be needed.

- For the readout and control of the calorimeter, some electronic equipment will be needed, which is expected to fit in one rack. Some space in one of the radiation shielded areas will be sufficient.

- The space for cable routing from the detector position to the rack will have to be freed.

The only major modification in the hall setup concerns the target area. The available vacuum chambers for the target do not have a sufficiently wide window in the forward scattering region. Therefore, a new chamber is being designed, in order to
have a free particle path from the target to the calorimeter and to the spectrometers over the whole acceptance range.

The usual layout of the A1 vacuum chambers features a vertical cylindrical body, where the beam pipe is attached, and an upper and lower cap, through which the target services are fed into the vacuum volume. Only the cylindrical part will be manufactured anew, while keeping the same dimensions of the older chambers. This way, the full A1 target system can be operated without any further modification.

Depending on the final position of the calorimeter along the beam axis, it might happen, that also the exit beam pipe, connecting target chamber and beam dump, needs to be redesigned.

**Selection of electroproduction events**

By triggering the readout of the digitised signals when a sufficient amount of energy has been measured over the whole calorimeter, a very high detection efficiency for the scattering events of interest is obtainable. Inevitably, other scattering processes will also generate detector events. In order to count the number of $\pi^0$ electroproduction events and determine the cross section, the recorded events originating from this process need to be selected in an offline analysis.

The signature of the reaction would be given therefore by the following requirements:

1. three energy clusters are detected in the calorimeter,
2. the energy sum of all three clusters is close to the beam energy,
3. one cluster corresponds to a charged particle, while the other two to neutral particles, and
4. the two clusters corresponding to neutral particles have an invariant mass in the vicinity of the pion mass $m_\pi$.

These constraints need to be optimised with simulations and with the real data itself. For instance, condition 3. might need to be mitigated to account for events where a $\gamma$ particle converts before or inside the plastic scintillator detector and is wrongly identified as charged particle.

4 Feasibility Studies

Two detector tests with beam were performed at the A1 facility during 2018. The aim of the tests was to prove the technical viability of the proposed experiment. Here, their outcome is briefly summarised, whereas more detailed information can be found in [30].

Since the measurement of the electroproduction cross section in the Primakoff kinematical regime requires the detection of particles at very small forward scattering angles, where high particle fluxes are expected, one first question to assess is whether the detector system can be operated at such high rate of incoming particles.
Figure 10: (a) Sketch of the beam test setup with the prototype EMC at the A1. See explanation in the text. (b) Picture of the setup.
Figure 11: Energy spectra recorded with the prototype calorimeter at the A1 with a beam energy of 1.5 GeV and at the scattering angle of 8.5°. The targets were carbon (a) and \(^{181}\text{Ta}\) (b). The unit in the abscissa is given by the pulse height extraction algorithm in use and is proportional to the sum of the energies measured in a \(3 \times 3\) crystal matrix. The peak structures on the left correspond to the quasi-elastic scattering off single nucleons in the target and is fit with the phenomenological Novosibirsk function [30]. The events at low energies are predominantly \(\gamma\) particles from neutral pion decays.

To this end, the EMC prototype described above was installed and brought into operation in the A1 hall (Fig. 10). It was installed on the movable platform of spectrometer B, where usually the inlet vacuum chamber between the target vessel and the entrance of the first spectrometer magnet is located. Instead of the vacuum chamber, a support table was mounted in order to position the EMC prototype at the beam height. The advantage of this configuration was that the prototype had to be aligned only with respect to the spectrometer B, whose position with respect to the target and the beam is very well known. In addition, it was possible to change the scattering angle covered by the prototype, by rotating the spectrometer, which is also a very well established operation at A1. The distance between the interaction point and the EMC front surface was 128 cm and the total angular coverage in the polar angle \(\theta\) was 4.5°. Measurement at various central angles ranging from the minimum of 8.7° up to 25° were performed, using three different targets: \(^{12}\text{C}\), \(^{181}\text{Ta}\) and plastics.

At the smallest angles, the prototype covered a \(\theta\) range from 6.5° to 10.9°, which is in the same range where the detector for the Primakoff measurement should be positioned. At these angles, it was possible to record energy spectra where the contributions from the expected physics processes are clearly visible. Two examples are given in Fig. 11. On the upper end of the spectrum the peak of corresponding to the quasi-elastic scattering on the nucleons inside the target nucleus is visible both for carbon and tantalum. The widths of the quasi-elastic peaks are roughly within the expectations based on the detector resolution and the spread coming from the Fermi
momentum of the nucleon. On the low energy end, the spectrum is expected to be dominated by the $\gamma$ particles from the $\pi^0$ decay.

Once it has been proven that the calorimeter operation is possible under the given conditions, a second question to be addressed concerns the maximum luminosity which the detector can cope with. When the beam current is increased, the total flux of particles getting into the detector increases, with low energy particles having the highest rates. Since the preamplifier pulses have a relatively long rise time of about 300 ns, the pile-up probability of signal pulses becomes significant already at moderate rates of some hundred kilohertz. If the pulses to be measured are likely overlapped with other low energy pulses, the pulse height extraction is randomly biased and an effective deterioration of the energy resolution occurs. In order to estimate the extent of this effect, single channel (crystal) rate measurements in the low energy region have been performed with different beam currents and at the smallest possible scattering angles. The results are shown in Fig. 12 for 1 nA, 10 nA and 100 nA, respectively. The measured rates scale very well with the beam current, which is a first evidence that with these currents the detector has not yet reached saturation due to the dead-time. Taking into account density and thickness of the Ta target in use, one has a luminosity of $5.55 \text{(} \mu b \text{)}^{-1}/s$ at 100 nA. At least with this luminosity, a measurement appears feasible. In the meantime, a detailed simulation of the overlap of signal pulses based on the rate measurements presented here is ongoing [31], in order to estimate the effect of the pile-up on the energy resolution, and possibly find a higher value of the luminosity which is still viable.

A third technical aspect which has proven feasible through the beam tests is the detection of physics events in coincidence between the calorimeter and a magnetic spectrometer. The trigger and readout system described above were implemented and brought into operation.
Figure 13: Data recorded with the EMC prototype and spectrometer A triggered in coincidence. The central polar angles of the two detectors where chosen in order to select elastic electron proton scattering events. The electron was detected with the calorimeter and the proton with the spectrometer. The correlation between the proton angle $\theta_p$ and momentum $p_p$, measured with the spectrometer are shown in (a) together with the expected kinematical curve (in green). The ranges of the $\theta_p$ and $p_p$ distributions are determined by the calorimeter acceptance. (b) shows the correlation between $\theta_p$ and the electron scattering angle $\theta_e$ reconstructed with the EMC data. The curve shows again the expectation from kinematics.

The elastic electron proton scattering was chosen as scattering process to be detected, because the kinematics has only one free parameter, e.g. the polar scattering angle of the electron $\theta_e$, since the A1 spectrometer can detect particles on the accelerator plane (i.e. the azimuthal scattering angle can not be varied). If this variable is selected, all other variables, i.e. the electron energy and the recoil momentum and angle of the proton, are fixed. The prototype EMC was positioned at three different angles for detecting the electron, while spectrometer A was moved to the corresponding proton angles.

A polyurethane (plastics) target was used, because it contains hydrogen atoms. The quasi-elastic scattering off the carbon nuclei inside the target material is the only significant background, although the detected events are dominated by the proton scattering.

In Fig. 13, selected results of these measurements for $\theta_e = 20^\circ$ are shown. On the right, the proton variables measured with the spectrometer are shown. On the left, the proton recoil angle $\theta_p$ is plotted against $\theta_e$, reconstructed from the calorimeter data using a linear weighting ansatz for calculating the impact position $(x, y)$ from the energies $E_i$ measured in the crystals:

$$ (x, y) = \sum_{i=0}^{15} E_i \cdot (x_i, y_i) , $$

(23)
Table 1: Total cross sections and effective cross sections for various $Q^2$ bins are given in columns 2 and 3. The bin width is 0.01 GeV$^2$ and the bin centres are given in the column 1. Column 4 gives the needed measuring time for obtaining a 1% statistical uncertainty in the cross section measurement, while the number of events obtainable with 1000 hours of measuring times along with the corresponding statistical uncertainty are given in columns 5 and 6, respectively.

where $(x_i, y_i)$ are the positions of the crystals on the transverse plane.

From Fig. 13-b, the correlation between $\theta_p$ and $\theta_e$ is clearly visible, proving that, for each point, spectrometer and EMC data correspond to the same event. Moreover, the data lie with some approximation on the curve expected from kinematics. Obviously, the position reconstruction in the EMC needs to be improved. For instance, Eq. (23) assumes a linear behaviour for the lateral electromagnetic shower profile, which is a very rough approximation and results into a bias of the data points towards the centre of the crystals, explaining the two-cluster structure of the distribution. Also the relative calibration of the crystal signals could be improved, and might be the explanation of the wrong slope of the two single clusters. In order to optimise these aspects, detailed simulations are ongoing and probably more beam tests will be needed.

5 Beam Time Estimation

In order to estimate the experiment running time, needed for the measurement of the electroproduction cross section, the effective differential cross section $d\sigma_{\text{eff}}/dQ^2$ shown in Fig. 6-b, which takes into account the pion detection probability, has been integrated over 6 $Q^2$ bins with a width of 0.01 GeV$^2$ for central values from 0.01 GeV$^2$ to 0.06 GeV$^2$. The interval of integration over $t$ ranges from 0 to 0.015 GeV$^2$. The assumed luminosity is, like quoted above, $5.55 \times 10^{-1}$ $\mu$b/s, corresponding to a beam current of 100 nA. The results are presented in Table 1. The second and third columns give the total and the effective cross sections. In the fourth column, the number of hours needed for a 1% relative statistical uncertainty (10000 events) are shown. The last two columns contain the number of events and the corresponding statistical uncertainty for a running time of 1000 h, which is assumed as the maximum reasonable beam time for this experiment.

Measurements for the low $Q^2$ region up to 0.03 GeV$^2$ are feasible at the percent level within 1000 h or less. For the higher $Q^2$ values, only larger uncertainties are
Figure 14: Difference between the expected cross section with and without Primakoff contribution, normalised to the latter one, as a function of $Q^2$. The points show the possible measurements and the error bars indicate the expected statistical uncertainties for 1000 and 500 hours of measuring time, respectively.

The strongest sensitivity to the Primakoff contribution and thus to the pion TFF is present at low $Q^2$. In Fig. 14, the quantity

$$\left( \frac{d\sigma}{dQ^2} - \frac{d\sigma_0}{dQ^2} \right) / \frac{d\sigma_0}{dQ^2},$$

(24)

where $\sigma_0$ stands for the cross section without the Primakoff contribution, is shown. The points represent the possible measurements and the error bars correspond to 1000 h and 500 h of data taking, respectively.

Since the pion TFF multiplies the Primakoff contribution to the scattering amplitude, this plot shows to some extent the sensitivity of the cross section measurement to the form factor. In order to actually extract the form factor for each $Q^2$ value, a fit to the $t$ dependence shown in Fig. 4, with an appropriate model for the background needs to be performed. The measurements at higher $t$ values, which happen simultaneously and are not sensitive to the Primakoff reaction, will be very important for constraining the parameters of the background model, thus mitigating the model dependence. The systematic uncertainty associated with this model dependence needs yet to be assessed, and reported in a full proposal for the experiment.

Given the numbers in Table 1, a two stages experiment is foreseeable, where a preliminary run of around 100 hours to prove the feasibility at low $Q^2$ is performed, on the basis of which, a decision for a longer run to cover the higher $Q^2$ range can be made.

The most important requirements for the experiment are summarised in Table 2.
<table>
<thead>
<tr>
<th>Beam energy</th>
<th>1.2 to 1.5 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>current</td>
<td>0.1 to 1.0 µA</td>
</tr>
<tr>
<td>polarisation</td>
<td>unpolarised</td>
</tr>
<tr>
<td>Target material</td>
<td>$^{181}$Ta</td>
</tr>
<tr>
<td>Detector systems</td>
<td>EMC (new)</td>
</tr>
<tr>
<td></td>
<td>plastic scintillator (new)</td>
</tr>
<tr>
<td></td>
<td>A1 spectrometer A</td>
</tr>
<tr>
<td>Beam time for tests</td>
<td>24 h</td>
</tr>
<tr>
<td>pilot experiment</td>
<td>100 h</td>
</tr>
<tr>
<td>full experiment</td>
<td>1000 h</td>
</tr>
</tbody>
</table>

Table 2: Summary of the experiment requirements.
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