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Abstract
Lattice Quantum chromodynamics (LQCD) has grown to a reliable tool to study
hadronic quantities at low energy. One of these quantities is the axial charge gA.
The axial charge of the nucleon is a ideal benchmark quantity, since there exist a
experimental value. In thesis though the axial charge of theΛ baryon is calculated,
for which experimental value remains. Extracting the axial charge requires the
evaluation of two- and three-point functions. These functions are calculated by
using the quark propagators, which results from the inversion of a large matrix.

Zusammenfassung
Die "Gitter-Quantenchromodynamik" is zu einer verlässlichen Theorie gewach-
sen, um die Eigenschaften der Hadronen bei niedrigen Energien zu untersuchen.
Die axiale Ladung gA des Nukleons ist eine ideale Bezugswertsgröße, da exper-
imentelle Werte existieren. In der vorliegenden Arbeit wird die axiale Ladung
des Λ Baryons berechnet, für die die experimentelle Bestimmung noch aussteht.
Die Bestimmung der axialen Ladung erfordert die Berechnung von Zwei- und
Dreipunktsfunktionen. Diese Funktionenwerden durch Quarkpropagatoren bes-
timmt, die durch die Inversion großer Matrizen entstehen.
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Introduction

P
hysicists have succeeded in reducing the fundamental interactions to
four basic interactions: The gravitational, electromagnetic, strong and
weak interactions. While gravity is governed by Einstein’s general rela-

tivity, the so-called Standard Model describes, by means of quantum field theory, the
electromagnetic, weak and strong interactions in terms of elementary particles.
Particles, which make up "ordinary matter" are called fermions, whereas "force
mediating" particles are referred to as bosons. The unification of the electromag-
netic and weak interactions [2, 3, 4] followed by the development of the Higgs
mechanism [5], which explains the nonzero mass of the bosons of the weak inter-
actions, leads to the current version of the Standard Model.
In this thesis we focus on the strong interaction described by quantum chromody-
namics (QCD), which is the respective quantum field theory. Two types of parti-
cles are described in QCD, the quarks and the gluons. The quarks are massive
fermions and gluons are the massless bosons of QCD. Quarks and gluons have
never been observed as free particles; this phenomenon is called confinement. In-
stead we only observe bound states, the hadrons. Nevertheless, the structure of
hadrons, which can be determined by deep inelastic scattering experiments, re-
veals insight into the interaction of quarks and gluons. There are two members of
the hadron particle family: baryons, made of three valence quarks and mesons,
made of one quark and one antiquark [6]. Detailed introductions to the theory of
strong interaction can be found in [7, 8].
In 1935, Yukawa proposed a force between a member of the baryons, the nucle-
ons, the only baryons which were known at this time. He suggested that the
force is mediated by meson exchange [9]. Several more mesons and baryons were
discovered later. The axial charge refers to the coupling constant gA of baryons
to mesons, it determines the coupling strength of the baryon-meson interaction.
Here we calculate the axial charge of the Λ-baryon.
The axial charge is a parameter for low-energy effective theories. Unlike quantum
electrodynamics, the theory the of electromagnetic interaction, QCD cannot be
treated perturbative at low-energy . With low energy we mean the domain µ.
1 GeV, where µ is identified as the energy scale at which the axial charge is probed
[10]. There are two commonly used methods, that have proved to be succesful to
study QCD at low energy: Chiral perturbation theory (ChPT) [11] and Lattice QCD
[12]. Wewill use themethod of LatticeQCD to calculate our desired observables.





1 The strong interaction
in continuum and on the lattice

T
his section provides a short introduction to QCD in the continuum and
on the lattice. We will look at the ingredients of QCD, the quarks and
gluons. With these ingredients we will derive the underlying action

and show that QCD is non-abelian (non-commutative). Wemotivate the necessity
of the discretized version of QCD and show how this affects the whole theory.
General introductions can be found in [7, 8] for continuum QCD and in [13, 14]
for lattice QCD.

1.1 Quarks
The matter fields of QCD are called quarks. They show up in 6 different flavors f ,
up(u), down(d), charm(c), strange(s), top(t) and bottom(b) and are distinguished
by their mass and associated quantum numbers. We distinguish between two
kinds of quarks; the light ones and the heavy ones. In Table 1 all properties are
summarized.

light Quarks
Flavor u d s
Mass[Mev] 2.3+0.7

−0.5 4.8+0.5
−0.3 95±5

Charge[e] 2
3 −1

3 −1
3

Quantum number IZ = 1
2 IZ =−1

2 strangeness=-1
heavy Quarks
Flavor c b t
Mass[Mev] 1.275±0.025 4.18±0.03 173.5±0.6
Charge[e] 2

3 −1
3

2
3

Quantum number charm=+1 bottomness=-1 topness=+1

Table 1: Here IZ denotes the isospin z-component. The values are determined from
PDG [6, 15]

Quarks are affected by the strong interaction, as they carry color charges c. Unlike
the electrical charge, the color charge is not additive. It is a charge in the sense that
the combination of quarks follows group theoretical rules like the combinations
of angular momenta in quantum mechanics [7]. There are three color charges
c= {red, green and blue} or {1, 2, 3}. Quarks are spin-1/2 particles, ergo fermions,
and we assume that they are point-like objects. To describe quarks, we define a
mathematical object called field, that is defined by their values ψ(x) at every point
in space and time x. We denote fermions and antifermions by Dirac 4-spinors
ψ( f )(x)αc and ψ

( f )(x)αc with the Dirac index α ={1, 2, 3, 4}. Isolated color charges



1.2 Gluons and non abelian behaviour 4

have so far not been observed. This phenomenon is known as color confinement.
A fully theoretical description of this phenomenon though is not developed [16].
Free quarks, i.e. no interacting quarks, obey the free Dirac equation

(
iγµ∂µ−m

)
ψ(x)= 0, (1)

with γµ the Diracmatriceswhich are defined in appendixA.1 and m the freemass.
Here we use the Einstein summation convention and a matrix/vector notation for
the color and Dirac indices. The free Dirac equation can be obtained from the
Lagrangian density

Lfree(x)=ψ(x)
(
iγµ∂µ−m

)
ψ(x). (2)

We demand, that QCD is invariant under a local1 color transformation, i.e., the La-
grangian density should be invariant under a transformation Ω(x). The group el-
ementΩ(x) of SU(3) can be build with the associated 8 generators λa

2 (a = {1, . . . ,8}),
the Gell-Mann matrices λa (see appendix A.2). The spinors transform as

ψ(x)−→ψ′(x)= exp
(
iθa(x)

λa

2

)
ψ(x)=Ω(x)ψ(x),

ψ(x)−→ψ(x)Ω†(x),
(3)

where θa are real parameters. Inserting the transformed spinors into the free la-
grangian density we get

Lfree(x)−→L ′
free(x)=Lfree(x)− iψ(x)γµ

(
∂µΩ(x)

)
ψ(x). (4)

We see that the free Lagrangian is not invariant under local SU(3)-transformations:
The derivative in the kinetic term breaks the symmetry. To fix this, we introduce
a gauge field.

1.2 Gluons and non abelian behaviour
Gluons are the bosons of QCD, they also carry a color charge. They have no elec-
trical charge and are massless. The color charge is compound of a "color" and
an "anti color". Gluons couple with the quarks and the interaction of quark and
quark are mediated by them. Due to the color symmetry, there are 8 types of glu-
ons. The gauge field Aµ (in QCD they are understood as gluons) is defined as

Aµ(x)=
8∑

a=1
Aµ

a
λa

2
, (5)

1the transformation is x dependent



5 1.2 Gluons and non abelian behaviour

with real-valued fields Aµ
a. Returning to the free Lagrangian in eq. (2): The deriva-

tive loses its meaning when applying the transformation defined in eq. (3). This
can be seen if we consider the derivative along the direction nν

nµ∂µψ(x)= lim
ε−→0

ψ(x+εn̂)−ψ(x)
ε

. (6)

Applying the transformation for spinors (eq. 3), we see that ψ(x+ εn̂) and ψ(x)
transformdifferently. ψ(x+εn̂) transformswithΩ(x+εn̂) andψ(x)withΩ(x). Thus,
the derivative ∂µψ(x) has no simple transformation law and we cannot compare
ψ(x) at different points. To fix the derivative, we have to introduce the so-called
covariant derivative Dµ which transforms as

Dµψ(x)−→ Dµψ
′(x)=Ω(x)Dµψ(x). (7)

To find such a derivative we define an objectU(y, x), which depends on two points
and transforms as

U(y, x)−→U ′(y, x)=Ω(y)U(y, x)Ω†(x). (8)

Applying U(y, x) the transformation of ψ(x) is equal to that of ψ(y) , i.e

U(y, x)ψ(x)−→Ω(y)U(y, x)Ω†(x)Ω(x)︸ ︷︷ ︸
=1, since Ω∈SU(3)

ψ=Ω(y)
(
U(y, x)ψ(x)

)
. (9)

U(y, x) "transports" the gauge transformation from x to y. With U(y, x) we can
build a difference at two points with the same transformation properties. Taking
y= x+εn̂, Dµ can be defined as

nµDµψ(x)= lim
ε−→0

ψ(x+εn̂)−U(x+εn̂, x)ψ(x)
ε

. (10)

Thus Dµ transforms as

Dµψ(x)−→ lim
ε−→0

Ω(x+εn̂)Dµψ(x)=Ω(x)Dµψ(x), (11)

and from this we see that the Lagrangian

Lq =ψ(x)
(
iγµDµ−m

)
ψ(x) (12)

is invariant. To construct the explicit expression of U(x, y), we expand it around
U(x, x)= 1. We demand thatU is amember of the Lie group, i.e. it can be expanded
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into a convergent series,

U(x+εn̂, x)= 1− iεnµgAµ(x)+O (ε2), (13)

with g a constant, which is identified as the coupling constant, and Aµ the gluon
field. By inserting the series into eq. (8), we see that Aµ transforms as

Aµ −→ Aµ′ =Ω(x)
(
Aµ(x)+ i

g
∂µΩ(x)

)
Ω(x)†. (14)

Using again the series and inserting it now into eq. (10), Dµ takes the form

Dµ = ∂µ+ igAµ. (15)

Comparing to the free Langrangian we get an extra term

Lint =−gψ(x)γµAµψ(x), (16)

which describes the interaction of quarks and gluons. As gluons carry energy
andmomentum, we have to add a term to the Lagrangian to describe this feature.
Like in electromagnetism we introduce in a similar way the antisymmetric field
strength tensor Fa

µν and add the kinetic energy term for gluons

Lg =−1
4

Fµν
a Fµν,a =−1

4
tr

[
FµνFµν

]
, (17)

where we take the trace over the color indices. The new term is gauge invariant
as the field strength tensor transforms like [13]

Fµν −→Ω(x)FµνΩ(x)†. (18)

The non-abelian feature of QCD will be obvious if we look at Fµν which can be
written as

Fµν =− i
g

[
Dµ,Dν

]=− i
g

([
∂µ,∂ν

]+ ig
([
∂µ, Aν

]− [
∂ν, Aµ

])− g2 [
Aµ, Aν

])
= ∂µAν(x)−∂νAµ(x)+ ig

[
Aµ(x), Aν(x)

]︸ ︷︷ ︸
=Aµ

a Aν
b

[
λa
2 ,λ

b
2

] . (19)
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(a) Cubic term (b) Quartic term

Figure 1: Schematic of the self-interaction of gluons. The dots represent the interaction
vertices and the curly lines the gluon propagators

With the structure constants fabc we can determine the commutation relation

[
λa

2
,
λb

2

]
= i fabc

λc

2
. (20)

Unlike in QED, the last term on the right-hand side of eq. (19) does not vanish.
Inserting the field strength tensor eq. (19) into the gluonic Langrangian eq. (17),
we see that cubic and quartic terms in Aµ appear. These terms give rise to self-
interactions of the gluons. In Figure 1 a schematic picture of the self-interaction is
shown. To obtain the full Lagrangian density, we add the quark and gluon terms,

LQCD =Lfree +Lg︸ ︷︷ ︸
=L0

+Lint =ψ(x)
(
iγµDµ−m

)
ψ(x)− 1

4
tr

[
FµνFµν

]
(21)

1.3 Correlation functions and perturbative quantum field theory
In generalwe are interested in the expectation value of an observableQ. We obtain
this value by employing the path integral formulation

〈Q〉 = 1
Z

∫
DψDψDAexp

(
i
~

S
(
ψ,ψ, A

))
Q(ψ,ψ, A), (22)

with Z a normalization factor defined as

Z
[
ψψ

]= ∫
DψDψexp

(
i
~

S
(
ψψ

))
. (23)

S = ∫
dx4LQCD is the underlying action and Dψ= lim

N→∞
N∏

n=1
dψn, the "sum over all"

fields ψn, analog DA. (From now on we use natural units, ~ = c = 1). Let us be
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more specific: for simplicity wewant to evaluate the amplitude for propagation of
a particle between two space-time points 0 and x. This quantity can be evaluated
by

〈ψ(x)ψ(x)〉 = 1
Z

∫
DψDψDAexp

(
iS

(
ψ,ψ, A

))
ψ(x)ψ(0) (24)

and is called two-point correlation function (more on correlation functions can be
found in section 1.7.1 ). For most S we cannot evaluate the path integral explicitly.
Specifically the interacting term Lint causes an unsolvable integral. If we assume
g ¿ 1, we can expand S,

〈ψ(x)ψ(x)〉 ≈ 1
Z

∫
DψDψDAexp

(
iS0

(
ψ,ψ

))(
1+ igSint −

g2

2
S2

int

)
ψ(x)ψ(0). (25)

These integrals are integrable (see [8]). The expansion is only valid if the coupling
is small. We have to consider the striking property of QCD: asymptotic freedom.

1.4 The running coupling αs

Asymptotic freedom states that the strong coupling αs = g2

4π
between quarks gets

smaller, when the distance r becomes shorter or equally the momentum transfer
Q ∼ 1

r
gets bigger. Gross, Politzer and Wilczek were rewarded with the Nobel

prize in 2004 for the discovery of asymptotic freedom [17]. The dependence of
a coupling α in any quantum field theory on the distance or momentum scale µ
can be determined by the following differential equation (renormalization group
equation) [7]

µ
dα(µ)

dµ
=β(α(µ)). (26)

The beta function β is usually computed in perturbation theory, for QCD the func-
tion is given by

β(α)=−
(
11− 2n f

3

)
︸ ︷︷ ︸

β0

α2
s

2π
(27)

with n f the number of quark flavors. Solving the renormalization group equation
we get

αs(µ)= 2π
β0 ln

(
µ/Λ

) . (28)
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Figure 2: Left: Summary of αs at MZ . Right: αs in dependence of the momentum
transfer Q, taken from [18]

The logarithm in the denominator shows clearly that αs(µ)−→ 0 for µ−→∞.
The parameter Λ is determined to Λ ∼ 250 MeV [7]. Figure 2 shows the cou-
pling determined from different processes in momentrum transfer Q dependence
(right) and a summary at the Z-boson mass MZ (left). So at low-energy a treat-
ment with perturbation theory is not possible . In 1974 Ken Wilson introduced in
his paper "Confinement of Quarks" [12] a gauge theory on a space-time lattice. In
the next section we want see how this makes QCD at low energy possible.

1.5 QCD on the Lattice

In Lattice QCD we use Euclidean space-time. The Wick rotation to imaginary
times t → −it leads to Euclidean metric. Next we replace the Euclidean space-
time continuum by a discrete 4-dimensional lattice

Λ=
{

x ∈R4
∣∣∣ x1

a
,

x2

a
,

x3

a
= 0, . . . , NL −1;

x0

a
= 0, 1, . . . , NT −1

}
, (29)

where NL and NT denotes the lattice points in spatial and time direction and
xµ = an, µ = {0, . . . ,3} the physical space-time point. The gap between two lat-
tice points is a, the lattice spacing. The lattice has a size of L = NL · a in spatial
and T = NT ·a in time direction. The dual lattice Λ̃ can be obtained via a Fourier
transform [26]

Λ̃=
{

p ∈R4
∣∣∣p0 = 2π

T

(
n0 − NT

2
+1

)
, pi = 2π

L

(
ni − NL

2
+1

)}
. (30)

The dual lattice shows, that the momenta are quantized in units of 2π/T and 2π/L.
As there is a minimal distance, the lattice spacing a, we also see a cutoff of mo-
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menta in the range [14]

−π
a
< pµ ≤ π

a
. (31)

For convenience we use the integer value n in the following formulas. We place
the fermions at the lattice points only, so we have finite dimensional objects ψ(n)
and ψ(n), where all indices except the space-time coordinate are suppressed for
simplicity.

1.6 Discretization of action

The following derivation is inspired from [13], likewise it is recommended for
more details. At first we begin with the action of a free fermion S f ree ( Aµ= 0) in
Euclidean space

Sfree =
∫

dx4ψ(x)
(
γµ∂

µ+m0
)
ψ(x). (32)

By discretizing the action we replace the space-time variable x by a discrete vari-
able n. The integral as well as the partial derivative are affected. The integral
has to be replaced with a sum over Λ, whereas for the derivative we use a finite
difference

∂µψ(x)−→ 1
2a

(
ψ(n+ µ̂)−ψ(n− µ̂)

)
, (33)

with n± µ̂ the neighboring point of n in ± µ-direction. Then the action reads

Sfree = a4 ∑
n∈Λ

ψ(n)

(
4∑

µ=1

1
2a

(
ψ(n+ µ̂)−ψ(n− µ̂)

)+m0ψ(n)

)
. (34)

Like in the continuum case , the QCD action is invariant under local SU(3) rota-
tions. We employed the infinitesimal gauge transporter U(y, x) to restore the in-
variance. However, to transport the gauge transformation on a finite path γ from
x to y, we have to use infinitesimal segments

Uγ(y, x)=U(y, xn)U(xn, xn−1) . . .U(x1, x). (35)

It can be shown, that Uγ can be written as [8]

Uγ(y, x)=P exp
(
−i

∫
γ

Aµ(x)dxµ
)
, (36)
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n n+ µ̂Uµ

Figure 3: The link variable Uµ(n) connects the sites n and n+ µ̂

where P denotes the path-ordering. Since there is no infinitesimal spacing on the
lattice we write [13]

Uµ(n)= exp
(
iaAµ(n)

)
,

U−µ(n)=Uµ(n− µ̂)† = exp
(−iaAµ(n− µ̂)

)
.

(37)

Uµ(n), which is depicted in Figure 3, is referred to as a link variable, as it exist on the
link between the sites n and n+ µ̂. With Uµ(n) we can generalize the free fermion
action eq. (34) to

SN = a4 ∑
n∈Λ

ψ(n)

(
4∑

µ=1

γµ

2a
(
Uµ(n)ψ(n+ µ̂)−U−µ(n)ψ(n− µ̂)

)+m0ψ(n)

)
. (38)

It shows discretization effects of order O (a2), and we recover the continuum form.
We write eq. (38) as

SN = a4 ∑
n,m∈Λ

ψ(n)D(n,m)ψ(m),

with the Dirac Operator

D(n,m)=
4∑

µ=1

γµ

2a
(
Uµ(n)δn+µ̂,m −U−µ(n)δn−µ̂,m

)+m0δn,m. (39)

To construct the full action we need to add the gluonic or gauge field part. We
build the shortest, nontrivial closed loop on the lattice, which is referred to as
plaquette. The smallest loop is depicted in Figure 4 and can be defined as

Pµ,ν =Uµ(n)Uν(n+ µ̂)U−µ(n+ µ̂+ ν̂)U−ν(n+ ν̂)

=Uµ(n)Uν(n+ µ̂)Uµ(n+ ν̂)†Uν(n)†,
(40)
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n+ µ̂+ ν̂

n+ µ̂n

n+ ν̂

Uµ(n)

Uν(n+ µ̂)

Uµ(n+ ν̂)

Uν(n)

Figure 4: Pµ,ν as the smallest loop. It is build up by the gauge field U(n)

where we used U−λ(n)=Uλ(n− λ̂)†. To construct a gauge-invariant object, we take
the trace over a closed loop of link variables (plaquette). TheWilson plaquette action
is defined by

SG = 2
g2

∑
n∈Λ

∑
µ<ν

Re tr
[
1−Pµ,ν(n)

]
. (41)

Taking the limit a −→ 0, the Wilson plaquette action also approaches the contin-
uum limit,

2
g2

∑
n∈Λ

∑
µ<ν

Re tr
[
1−Uµν(n)

]= a4

2g2

∑
n∈Λ

∑
µ<ν

tr
[
Fµν(n)2]+O (a2). (42)

1.6.1 Fermion doubling and Wilson fermions

Looking at the Fourier transforms of the lattice Dirac operator we face another
problem. For simplicity we are looking at a trivial gauge field, i.e. Uµ =1. Taking
the Fourier transform of eq. (39) for the trivial case we get

F (D(n,m))= 1
|Λ|

∑
n,m∈Λ

e−ipnaD(n,m)eiqma

= 1
|Λ|

∑
n∈Λ

e−i(p−q)na

(
4∑

µ=1

γµ

2a

(
eiqµa − e−iqµa

)
+m01

)

= δ(p− q)

(
m01+ i

a

4∑
µ=1

γµ sin(pµa)

)
︸ ︷︷ ︸

D̃(p)

.

(43)

We applied two independent Fourier transform, one to n and the other to m. In
the second step we applied it to m and used q · µ̂ = qµ. In order to calculate the
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inverse D̃−1(p) in momentum space we use following formula

(
a1+ i

∑
µ

γµbµ

)−1

= a1− i
∑
µγµbµ

a2 +∑
µ b2

µ

(44)

and get

D̃(p)−1 = m1− ia−1 ∑
µγµsin(pµa)

m2 +a−2 ∑
µ sin(pµa)2 . (45)

Taking the limit a −→ 0 and setting the mass m = 0 we get

D̃(p)−1 a−→0−→ −i
∑
µγµpµ
p2 . (46)

This inverse is referred to as quark propagator in momentum space. Comparing
eq. (45) and eq. (46)we see that the continuumversion has onepole at p = (0, 0, 0, 0),
whereas the lattice version has additional poles. As mentioned for the dual lat-
tice, themomentum space is pµ ∈

(−π
a , πa

]
. Looking at eq. (45) we see the following

poles due to the sine in the denominator

p = (
π
a , 0, 0, 0

)
,
(
0, πa , 0, 0

)
, ...,

(
π
a , πa , πa , πa

)
. (47)

With the binomial coefficient
(n

k
)= n!

k!(n−k)! , we get the number of additional poles

(
4
1

)
+

(
4
2

)
+

(
4
3

)
+

(
4
4

)
= 15. (48)

These additional unwanted, because unphysical poles are called doublers. To get
rid of the doublers,Wilson suggested to add an extra term to themomentum space
Dirac operator that vanishes in the continuum limit,

D̃(p)= m01+ i
a

4∑
µ=1

γµsin(pµa)+11
a

4∑
µ=1

(
1−cos(pµa)

)
︸ ︷︷ ︸

Wilson term

(49)

The extra term, the Wilson term eliminates the unwanted poles. In position space
the Wilson term can be written as

−a
4∑

µ=1

1
2a2

(
Uµ(n)δn+µ̂,m −2δn,m +U−µ(n)δn−µ̂,m

)
, (50)
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and inserting it in eq. (39) we obtain

DW (n,m)=
1

2a

4∑
µ=1

(
γµ−1

)
Uµ(n)δn+µ̂,m+− 1

2a

4∑
µ=1

(
γµ+1

)
U−µ(n)δn−µ̂,m++

(
m0 + 4

a

)
δn,m,

(51)

theWilson Dirac operator. In contrast to the naive fermion action, theWilson action
shows discretization effects of order O (a). They can be removed by adding an
improvement term (see below). We can separate DW into a part proportional to the
unit matrix 1 and a part proportional to a matrix H which connects neighboring
lattice points,

DW = 1
2aκ

1− 1
2

H. (52)

H is called the hopping matrix, and κ is the hopping parameter defined as

κ= 1
2(am0 +4)

. (53)

Combining the fermionic SF and gluonic part SG we get the fullWilson action

SW = a4 ∑
n,m∈Λ

ψ(n)DW (n,m)ψ(m)︸ ︷︷ ︸
SF

+ β

3

∑
n∈Λ

∑
µ<ν

Re tr
[
1−Pµ,ν(n)

]
︸ ︷︷ ︸

SG

, (54)

where the coupling constant g was rewritten as the numerical parameter

β= 6
g2 . (55)

Adding the Wilson term causes the breaking of chiral symmetry, i.e.

γ5DW +DWγ5 6= 0. (56)

With the Wilson term an additive renormalisation is generated

m = 1
2a

(
1
κ
− 1
κc

)
= m0 −mc, (57)

with the critical hopping parameter κc.
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Figure 5: Gµν as the sum of Uµν(n). It is reminiscent of a clover leaf.

1.6.2 O (a)-improvement

As mentioned before, the lattice action leads to discretization effects of O (a) for
Wilson fermions and O (a2) for gauge fields. The idea of removing the leading
discretization effects by adding an extra terms andmatching its coefficient appro-
priately is called the Symanzik improvement program [19]. Sheikholeslami and
Wohlert [20] reduced the discretization effects in the fermionic part from O (a) to
O (a2) with the following expression

SI = SW + cSW a5 ∑
n∈Λ

∑
µ<ν

ψ(n)
1
2
σµνF̂µν(n)ψ(n), (58)

where σµν = [γµ,γν]/2i. cSW is referred to as the Sheikholeslami-Wohlert coefficient.
The field strength tensor is

F̂µν(n)= −i
8a2

(
Gµν(n)−Gνµ(n)

)
, (59)

where Gµν is the sum of four plaquettes Pµ,ν

Gµν(n)= Pµ,ν+Pν,−µ+P−µ,−ν+P−ν,µ. (60)

Gµν(n) takes the shape of a clover leaf (see Figure 5), it is often called clover term.
We will use the O (a)-improved Wilson action for the calculation of matrix ele-
ments. Now that the action is fully discretized we continue with evaluating the
path integral (22) and use the Wick theorem to calculate the path integral.

1.7 Requirements for computable path integrals

To calculate the expectation value of an observable 〈Q〉 we have to evaluate the
integral

〈Q〉 = 1
Z

∫
D

[
ψ,ψ,U

]
Q

[
ψ,ψ,U

]
e−SE , (61)
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where Z denotes the partition function

Z =
∫

D
[
ψ,ψ,U

]
e−SE , (62)

and SE is the Euclidean action. It is convenient to separate the action into a
fermionic and a gauge field part,

〈Q〉 = 〈〈Q〉F〉G = 1
Z

∫
D [U] e−SG [U]

∫
D

[
ψ,ψ

]
e−SF[ψ,ψ,U]Q

[
ψ,ψ,U

]
. (63)

1.7.1 Fermionic expectation value

Here we derive the calculation for the vacuum expectation value of a product of
n fermion fields, also known as an n-point correlation function. They can be inter-
preted as the propagation of particles between two spacetime points n and m. In
this thesis we will use two- and three-point functions, which provide our desired
measurable quantities, the mass and axial charge (see section 2.5 and 2.8). The
n-point function can be written as

〈Q〉F = 〈0|ψ̂(n1)ψ̂(m1) ... ψ̂(nn)ψ̂(mn) |0〉 = 〈ψ(n1)ψ(m1) ... ψ(nn)ψ(mn)〉 , (64)

and we know how to calculate the expectation value using the action:

〈Q〉F = 1
ZF [U]

∫
D[ψ,ψ]e−SF[ψ,ψ,U]Q

[
ψ,ψ,U

]
,

ZF [U]=
∫

D
[
ψ,ψ

]
e−SF[ψ,ψ,U].

(65)

For clarity we use the index notation, setting

ψ(n)= ηi, D(n,m)= D ik ψ(m)= ηk with i,k = 1...N. (66)

Looking at SF in eq. (54)

ZF =
∫ N∏

j=1
dη jdη j exp

(
−

N∑
i,k=1

ηiD ikηk

)
. (67)

Now we apply a transformation such that

η′i =−
N∑

k=1
D ikηk. (68)



17 1.7 Requirements for computable path integrals

As we are dealing with fermions, i.e. with anti-commuting variables, we treat η
as Grassmann numbers, with [13]

ηiη j =−η jηi ⇒ η2
i = 0. (69)

One can show [13] that the transformation of the measure can be written as

N∏
j=1

dη jdη j = det[D]
N∏

j=1
dη′jdη j. (70)

Now we get

ZF = det[D]
∫ N∏

j=1
dη′jdη j exp

(
N∑

i=1
ηiη

′
i

)
= det[D]

N∏
j=1

∫
dη′jdη j exp

(
η jη

′
j

)
. (71)

Notice thatwe shifted the product symbol in front of the integral. If we expand the
exponential function in a power series and consider the nilpotency of Grassmann
numbers (O (η2)= 0) we obtain

ZF = det[D]
N∏

j=1

∫
dη′jdη j

(
1+η jη

′
j

)
= det[D] , (72)

where we used that
∫

dη j1 = 0 and
∫

dη jη j = 1 [13]. The solution is known as
fermion determinant and the integral as Matthews-Salam formula. The determinant
describes the sea quarks, it can be written as a sum over closed loops of gauge field
link variables [13]. Setting det[D] = 1 is known as the quenched approximation. It
was a common practice in the 1980s and 1990s and neglects the quark contribu-
tion from the fermion vacuum. Today the simulations are done with dynamical
quark flavors. Going back to eq. (65) we have still to evaluate the part 〈Q〉un

F (the
fermionic expectation value without the partition function)

〈Q〉un
F =

∫
D[ψ,ψ]e−SF[ψ,ψ,U]Q

[
ψ,ψ,U

]
. (73)

Again we use the index notation and Q = ηi1η j1
... ηinη jn

, so that

〈Q〉un
F =

∫ N∏
j=1

dη jdη j exp

(
N∑

i,k=1
ηiD ikηk

)
ηi1η j1

... ηinη jn
. (74)
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〈Q〉un
F can be calculated by considering the generating functional for fermions

W
[
θ,θ

]
=

∫ N∏
j=1

dη jdη j exp

(
N∑

i,k=1
ηiD ikηk +

N∑
i=1

θiηi +
N∑

i=1
ηiθi

)
, (75)

where θi and θi can bee seen as source terms. The connection of W
[
θ,θ

]
and the

fermionic expectation value is ( Q = ηi1η j1
... ηinη jn

)

〈ηi1η j1
. . .ηinη jn

〉F = 1
ZF

∂

∂θ j1

∂

∂θi1

. . .
∂

∂θ jn

∂

∂θin

W
[
θ,θ

]∣∣∣∣
θ,θ=0

. (76)

To evaluate W[θ,θ] we rewrite the exponent such that

ηiD ikηk +θiηi +ηiθi =
(
ηi +θ j

(
D−1)

ji

)
D ik

(
ηk +

(
D−1

kl
)
θl

)−θn
(
D−1)

nmθm. (77)

Employing the transformation

η′k = ηk +
(
D−1)

kl θl , η′i = ηi +θ j
(
D−1)

ji (78)

and using the Matthews-Salam formula we get [13]

W
[
θ,θ

]
= det[D] exp

(
−

N∑
n,m

θn
(
D−1)

nmθm

)
. (79)

The fermionic expectation is then (see eq. 76)

〈ηi1η j1
. . .ηinη jn

〉F = (−1)n ∑
P (1,2,...,n)

sign(P )(D−1)i1 jP1
. . . (D−1)in jPn

. (80)

So the expectation value is the sum over all permutations P of products of the
inverse Dirac operator of pair-wise quark contractions. It vanishes for different
numbers of ηi and η j. This is known asWicks’s theorem.

1.7.2 Gluonic expectation value

To get the full expectation value we have to sum also over all gauge field configu-
ration U . The gauge field part of the expectation value is

〈Q〉G = 1
Z

∫
D [U] e−SG [U]ZF [U]Q[U] (81)
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Considering the n f mass parameters of the sea quarks mi we get [29]

〈Q〉G = 1
Z

∫
D [U] e−SG [U]Q[U]

n f∏
i=1

det[D+mi]=
∫

D [U]P(U)Q [U] , (82)

with the statistical weight

P(U)= 1
Z

n f∏
i=1

det[D+mi] e−SG [U]. (83)

The normalization Z is fixed by imposing

〈1〉 = 1
Z

∫
D[U]e−SG [U]

n f∏
i=1

det[D+mi]≡ 1. (84)

To evaluate the integral, one has to integrate over all lattice sites and all free vari-
ables. Avoiding the high-dimensional integral, the integration of eq. (81) is usu-
ally evaluated by employing Monte Carlo integration. The generation of gauge
field configuration are done in a Markov chain. The gauge fields are correlated
with fields generated at prior Monte carlo steps. Starting from an arbitrary con-
figuration Un, the Markov chain generates subsequent configurations Un

U0 −→U1 −→U2 −→ . . . .

The expectation value can be estimated by the ensemble mean,

〈Q〉G = 1
N

N∑
i

Q[Ui]+O

(
1p
N

)
, (85)

where O
(

1p
N

)
is the estimated error of the gauge average and Ui, i = 1, . . . N the

ensemble of the gauge field configurations generated by the Markov chain.

1.8 Scale setting

In Lattice QCD all observables are dimensionless. To convert them into physical
units we need to determine the lattice spacing a, which is not known a priori.
There are several techniques to determine the lattice spacing a, of which one is
setting it with a physical hadron mass. The simulated mass using lattice QCD
is a dimensionless number amlat. By relating this number to an experimentally
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id β NL NT κu κs mK [MeV] mπ[MeV] mπ L
H102 3.4 32 96 0.136865 0.136549339 350 440 4.9
H105 3.4 32 96 0.136970 0.13634079 280 460 3.9
C101 3.4 48 96 0.137030 0.136222041 220 470 4.7

Table 2: Configurations used in this thesis. The values are taken from [62].

determined mass mphys

a[fm]= amlat
mphys[MeV]

~c[MeV fm] (86)

with ~c=197.327 MeVweget the lattice spacing. A typical choice of mlat is themass
of the Ω-baryon [25]. It is stable in QCD and its mass is only weakly dependent
on the light quark mass.

1.9 Lattice set-up
The gauge ensembles, used in this thesis are shown in table 2 . The size of the
lattices are NT ×N3

L . They were generated with N f =2+1 dynamical quark flavors
by the Coordinated Lattice Simulation (CLS) effort. There are 2 symmetric fla-
vors fermions, up and down, and one fermion different from the other two, the
strange quark. The ensembleswere generatedwithO(a) improvedWilson fermion
[21]. We use a lattice spacing of a=0.086 fm [62]. As the four-dimensional lattice
is bounded by NL in the spatial direction and by NT in the time direction, we
have to implement boundary conditions to simulate an infinite space. The spatial
direction is taken to be a three-dimensional torus [22], i.e. they satisfy periodic
boundary conditions,

ψ(n+NL n̂k)=ψ(n), Uµ(n+NT n̂k)=Uµ(n), (87)

with n̂k the spatial direction. For the time direction we use open boundary condi-
tions [23]

Uµ(0)=Uµ(NT −1)= 0, ψ(0)=ψ(NT −1)= 0 (88)

The simulations are performed using the openQCD package1 [24]. Notice that
the ensembles provide unphysical pion and kaon masses. A chiral extrapolation
to the physical mass and to the continuum limit has to be done in order to get
the physical observables. In this thesis we extrapolate to the physical mass (see
section 5).

1Calculations are done on a large amount of lattice sites. This requires high-performance paral-
lel computers. OpenQCD offers a high degree of flexibility when performing the algorithm across
multiple processors.



2 Numerical Calculation and
the axial charge

I
n this chapter we want to discuss how the calculations of the propagators
are done. We introduce the idea of smearing and show contractions for
two-point functions. This will be done on the basis of a meson contrac-

tion and at the end we extracte the so-called effective mass from the two-point
correlator of the Λ baryon.

2.1 Propagator

The previous chapter shows that the calculation of the expectation value of n-
point functions require the inverse Dirac operator, which is the propagator (two-
point function). The propagator S(n, l) can be obtained from the Dirac equation
applied with a source term J(n, l). Setting J(n, l)=δnl the propagator is just the
Green’s function

∑
m

D(n,m)S(m, l)= δnl . (89)

Including spin and color indices this equation reads

∑
m,β,b

D(n,m)a,b
α,βS(m, l)b,c

β,γ = δnlδαγδac. (90)

S(m, l)b,c
β,γ connects a source point with the space-time coordinate l, the Dirac in-

dices γ and the color indices c (l,γ,c) with a sink point (m,β,b). The Dirac oper-
ator is a matrix of dimension 3×4× N, due to the 3 colors, 4 Dirac indices, and
N = N3

L ×NT lattice points. To extract the propagator on a lattice of e.g. size 3×3
we have to do 12×12×9×9= 11644 calculations. 12×12 refers to the contraction of
all possible Dirac/color states to all possible Dirac/color states and 9×9 to the con-
traction of all lattice points to all lattice points. We call such propagator an all-to-all
propagator. A pictorial representation for 3 matrix entries ( only 3, because of bet-
ter readability ) is given in figure 6. For our calculation it is sufficient to fix the
spacetime-, Dirac- and color indices (l0,γ0, c0). Instead of solving eq. (90) we use

∑
m,β,b

D(n,m)a,b
α,βS(m, l0)b,c0

β,γ0
= δnl0δαγ0δac0 . (91)

This propagator is called a point-to-all propagator (see figure 7).
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1 2 3

4 5 6

7 8 9

Figure 6: All-to-all propagator: The propagators are only drawn for the three lattice
points 1, 6 and 8.

1(l0,γ0, c0) 2 3

4 5 6

7 8 9

Figure 7: Point-to-all propagator. The source point is fixed at (l0,γ0, c0)

2.2 Smearing

With point sources, the signal is highly contaminated with excited states. In order
to reduce the influence of these excited states and to get a better signal on the
ground state we use a smeared source, i.e. we smear th quark fields at the source.
This leads to an improvement in small Euclidean time, which provides us with a
longer mass plateau. Smearing of the quark fields at the source can be done by

∑
m,β,b

D(n,m)ab
α,βS̃(m, l0)b,c0

β,γ0
= M(n,k)ad

αδδkl0δδγ0δdc0 , (92)

with the smearing operator M(n,k)ad
αδ

and S̃(m, l0)b,c0
β,γ0

the source-smeared propa-
gator. Applying the smearing operator to the source-smeared propagator

ˆ̃S(n,k)ad
αδ = M(n,m)ab

αβS̃(m,k)bd
βδ , (93)

we get the smeared-smeared propagator which is also smeared at the sink. M
has to be chosen such that the excited states are suppressed. For the so-called
Wuppertal smearing, we use the ansatz (all indices are suppressed) [27].

M = (1+αH) ,
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with H the hopping Matrix (see eq. (52)) and α a tunable parameter. Now one
defines an iterative scheme by

M = (1+αH)k ,

with the number k of iterations. Investigating the quark fields, one finds that
these are approximately in a Gaussian shape [27]. One can tune α to suppress the
contamination from excited states.

2.3 Correlator

The two-point function of an arbitrary hadron with the creation operator O†(n)
and the annihilation operator O(m) is

C2pt =
〈

O(n)O†(m)
〉

. (94)

The hadron is created at the space-time coordinate n and annihilate at m. O is
called the interpolator, it is made of the quark content of the hadron. For meson
we use e.g.,

O(n)= q1(n)a
αΓαβq2(n)a

β , O†(m)= q2(m)b
γΓγδq1(m)b

δ, (95)

where q represents a quark and q an anti-quark with flavor 1 and 2. Note that the
color indices of the anti-quark indicates anti-colors. Γ denotes one of the 16 inde-
pendent γ-matrices. We choose the matrices appropriate to the symmetries of the
particle. In table 3 all matrices all listed with the state of the particle. For calcu-
lating the meson correlator

〈
O(m)O†(n)

〉
we need to use Wick’s Theorem (WT) for

n m

Figure 8: Schematic of the two-point function of a meson correlator
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State JPC Γ Particles
Scalar 0++

1, γ0 f0, a0, K∗
0 , . . .

Pseudoscalar 0−+ γ5, γ0γ5 π±,π0,η,K±,K0, . . .
Vector 1−− γi, γ0γi ρ±,ρ0,ω,K∗,φ, . . .
Axial vector 1++ γiγ5 a1, f1, . . .
Tensor 1+− γiγ j h1,b1, . . .

Table 3: Gamma matrices according to the quantum numbers of some particles [13].

the fermionic expectation value,

〈
O(m)O†(n)

〉
=

〈〈
O(m)O†(n)

〉
F

〉
G

=
〈〈

q1(n)a
αΓαβq2(n)a

βq2(m)b
γΓγδq1(m)b

δ

〉
F

〉
G

=−
〈
ΓαβΓγδ 〈q2(n)a

βq2(m)b
γ〉F

〈
q1(m)b

δq1(n)a
α

〉
F

〉
G

WT= −
〈
ΓαβΓγδS2(n,m)ab

βγS1(m,n)ba
δα

〉
G

=−〈Tr[ΓS1(n,m)ΓS2(m,n)]〉G .

The minus sign appears due to the antisymmetry property of Grassmann vari-
ables and the odd number of swaps. In the last line the trace was taken in color
and Dirac space. The propagator S1(n,m) propagate a quark with flavor 1 from
space-time m to the point n, while S2(m,n) acts on a quarkwith flavour 2 in the op-
posite direction (figure 9). There are also propagators, which propagate from one
space-time point back to the same point1. This happens when flavor 1 = flavor 2.
These propagator are called quark-disconnected, while we call the previously dis-
cussed ones quark-connected. The disconnected part plays e.g. a role for isoscalar
quantities. The disconnected part will be omitted, as is it beyond the scope of
this thesis. In order to define an interpolator with a given momentum we have to
apply a Fourier transformation,

Õ(p,nt)=
N∑

n=0
O(n,nt)e−ianp, Õ†(p,mt)=

N∑
m=0

O(m,mt)eiamp. (96)

For a general hadron correlator the transformation yields

〈Õ(p,nt)Õ†(p,mt)〉 =
∑
n,m

e−iap(n−m) 〈O(n,nt)O†(m,mt)〉 . (97)

1The Λ-2pt function has no disconnected part, for the 3-pt function though, it has to be consid-
ered
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n m

1

2

n m

Figure 9: Connected (left) and disconnected correlators (right)

It is sufficient to project just one of the two operator to momentum space [13]. So
if we fix m = (0,mt0) the right hand side becomes

∑
n

e−iapn 〈O(n,nt)O†(0,mt0)〉 . (98)

2.4 Time evolution in Euclidean time

Using a complete set of energy eigenstates 1 = ∑
n |n〉〈n| and the time translation

of an operator O(t) = etĤO(0)e−tĤ , the Euclidean correlator of two operators (eq.
(94)) can be written as

〈
O2(t)O†

1(0)
〉
=∑

n
〈0| etĤÔ2 |n〉〈n| e−tĤÔ†

1 |0〉 , (99)

where Ĥ denotes the Hamiltonion, which measures the total energy of the sys-
tem. Applying Ĥ on an energy eigenstate |n〉we get the corresponding eigenvalue
equation,

Ĥ |n〉 = En |n〉 . (100)

Considering that the Hamiltonian is hermitian, H = H†, so 〈n| Ĥ = 〈n|En and as-
suming the translation invariance of the vacuum, 〈0| etĤ = 〈0|, we get

〈
O2(t)O†

1(0)
〉
=∑

n
〈0|Ô2 |n〉〈n|Ô†

1 |0〉 e−tEn . (101)

The correlator is a sum of exponentials, which denotes the different energy states
of the system. The decay is crucial to interpret lattice results. It shows that the
excited state contributions E1,E2, . . . are stronger for small time t. To extract the
ground states, it is important to look at the correlator at greater time. However,
with smearing (see section 2.2), one can reduce the contamination from excited
states at earlier times.



2.5 The Effective Mass 26

0 5 10 15 20 25 30

(t− 24)/a

0.0

0.2

0.4

0.6

0.8

1.0

1.2
a
·m

e
ff

Lambda-baryon
0.498±0.006

Figure 10: Effective mass of Λ, calculated on H105 at source position (0, 0, 0, 24)
with 600 measurments.

2.5 The Effective Mass
As mentioned before, the two-point correlator can be written as

C2pt(p,nt)= 〈OB(nt)O
†
B(0)〉 =∑

n
〈0|ÔB |n〉〈n|Ô†

B |0〉 e−tEn(p) =∑
n

Ane−ntEn(p), (102)

with An=| 〈n|ÔB |0〉 |2 the overlapmatrix element of a state created by some baryon
operator ÔB from the vacuum |0〉 to the nth energy eigenstate |n〉. En refers to
the energy difference relative to the vacuum. Using the two-point function with
vanishing momentum p, En(0)= mB, where mB is the mass of the baryon, we can
extract the effective mass meff via the logarithmic ratio

ameff

(
nt + 1

2

)
= ln

(
C(0,nt)

C(0,nt +1)

)

In figure 10 the effective mass of the Λ baryon is shown on the H105 ensemble
using a smeared operator at the source and averaging over 600 gauge configura-
tions. The source positionwas always set at (0, 0, 0, 24) and is therefore shifted left
about 24 t for better readability. In the small time region, the excited states affect
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e

e

γ
(B)

q

q

g
(C)

p

p

π0

Figure 11: (A) Photons γ couple to electrons e via the electrical charge. (B) Quarks
q are color charged and gluons g couple to them. (C). The axial charge is related to
couplings between protons p and pions π0. Note: this is the ansatz of an effective
theory, which separates (C) from (A) and (B). The axial charge depends on the
quark and gluon structure in the proton [36].

the data stronger than at later time. The curve approaches a roughly constant line,
the mass plateau. Here one can fit a constant to get the mass value

amΛ = 0.498±0.006. (103)

The error is calculated using the Jackknife method ( see section 3.1). The errors of
the data increase from timeslice 15 onwards. This is due to the bad signal-to-noise
ratio of baryons (see section 3.2). To extract particular features of the baryon (like
parity, chirality) we use projection a operator P to project them out. We projected
the interpolator to positive parity using

P = 1
2

(
1+γ0

)
.

This is done by taking the trace over the Dirac indices of the product of P and C2,
hence Tr (PC2). The intrinsic parity of the quark is chosen to be positive1, so the
parity of antiquarks is negative. As parity is a multiplicative quantum number
[52], the parity of baryons at its ground state is (+1)3 =+1.

2.6 The axial charge

Wewant to discuss the axial charge gA using the example of the nucleon, as there
exist well known experimental values [30]. The axial charge gA of a baryon con-
tains information on its coupling to the weak interaction. A pictorial representa-
tion for 3 different charges is given in figure (2.6). Furthermore the axial charge is
related to the axial form factor GA which contain information about the structure
of the nucleon.

1This is a convention.
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Figure 12: Spin distribution of a proton. The red balls are gluons, whereas the
green one are quarks.

2.6.1 The issue of spin

The proton has a spin of 1
2 . Its constituents, quarks and gluons, have also spins of

1
2 and 1. If we now consider the orientation of quarks and gluons and the fact that
they also can move inside the proton, we have to deal with this additional spin
contribution, known as orbital angular momentum. So the spin of the proton is
the sum of the spin and orbital angular momentum of quarks and gluons, see
figure 12. The axial charge measures the difference of the spin contribution of the
up and down quarks to the nucleon spin. The axial charge of the nucleon refers
to a coupling gA between an axial current A i

µ and the nucleon,

〈p|A i
µ |p〉 , (104)

where A i
µ = qγµγ5

λi

2 q is the axial current and λi the generator of the flavor SU(3).
|p〉 and 〈p|which describe the initial and the final state of a proton can be written
as the creation and annihilation operator of the proton Ô†

P and ÔP acting on the
vacuum 〈0|. With these operators eq. (104) is

〈p|A i
µ |p〉 = 〈0|ÔP A i

µÔ†
P |0〉 . (105)

It shows that the axial charge is contained in a three-point function. The coupling
can be measured in the β decay, in which the neutron transforms to a proton by
emitting an electron and an electron antineutrino,

n −→ p+ e−+νe.
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The axial charge is determined experimentally using the beta decay [30] to be

gA = 1.2701±0.025.

On the lattice we use λ3 [37], hence

〈p|Au−d
µ |n〉 = 〈p|uγµγ5u−dγµγ5d |p〉 . (106)

The difference of u and d, as mentioned before, is needed to calculate the axial
charge of the nucleon. One can choose λ3 to avoid quark-disconnected correlators.
They vanish in the isospin limit, i.e up-quark mass= down-quark mass.

2.7 Calculation of the axial charge of Λ: A theoretical approach

In contrast to the nucleon, we have not enough information about the axial charge
of the Λ-baryon from experiment. It has been suggested that the study of polar-
ized Λ baryons may be useful for the study of the nucleon spin structure [38].
With the help of the Cabibbo scheme [39], we will evaluate the axial charge value
of theΛ and compare it in a later section with results obtained from the lattice cal-
culation. The matrix element of an octet I j of currents between two baryon states
Bk and Bi can be written as

〈Bi| I j |Bk〉 = i f i jkF +di jkD, (107)

with two parameters F and D and the SU(3) structure constants f i jk. di jk can also
be build from an anticommutation relation,

{
λi,λ j

}= 4
3
δi j1+2di jkλk (108)

Under the interchanges of any two indices f i jk is antisymmetric, whereas di jk is
symmetric. All non-zero values are given in table 4. The octet baryons can be
build as follows [40]

p = 1p
2

(B4 + iB5) , n = 1p
2

(B6 + iB7) ,

Σ±= 1p
2

(B1 ± iB2) , Ξ− = 1p
2

(B4 − iB5) ,

Ξ0 = 1p
2

(B6 − iB7) , Σ0 = B3,

Λ= B8.

To calculate the isoscalar axial vector charge of the Λ, we use the isoscalar axial
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i jk f i jk i jk di jk
123 1 118 1p

3
147 1

2 146 1
2

156 -1
2 157 1

2
246 1

2 228 1p
3

257 1
2 247 -1

2
345 1

2 256 1
2

367 -1
2 338 1p

3

458
p

3
2 344 1

2
678

p
3

2 355 1
2

366 -1
2

377 -1
2

448 - 1
2
p

3
558 - 1

2
p

3
668 - 1

2
p

3
778 - 1

2
p

3
888 1p

3

Table 4: Non-zero values of f i jk and di jk according to eq. (20) and eq. (108) [40].

vector current

I iso = uγµγ5u+dγµγ5d−2sγµγ5s =
p

3 ·qγµγ5λ
8q = 2

p
3A8

µ,

with the base state of flavor SU(3)

q =
u

d
s

 , q =
(
u d s

)

The factor
p

3 comes from theGell-Mannmatrixλ8. Replacing I j by I iso in eq. (107),
we get

〈B8|2
p

3A8
µ |B8〉 = 2

p
3(i f888F +d888D)=−2D. (109)

with the values from table 4. This axial vector term corresponds to the axial charge
gA [40]. From the strangeness-conserving decay [41]

Σ±→Λe±νe
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one get the experimental value gA,ΣΛ with the parameter
√

2
3 D ∼ 0.62. Inserting

it in eq. (109) we get the estimate

gA ∼−1.52.

We have to consider, that this approach is using the exact SU(3) symmetry. In the
lattice calculation however this symmetry is broken. The value should only be
used as an orientation.

2.8 Calculation of axial charge of Λ on the lattice

The following derivation is motivated by Harvey B. Meyer’s notes about the nu-
cleon form factor [42]. Wewill throughout this measurement be using continuum
coordinates x and y to get the result analytically. In the previous section we men-
tioned that the axial charge is contained in the three-point function. Herewewant
to show how to extract it from the lattice calculation. To calculate the axial charge
of the Λ-baryon on the lattice, we consider the following ratio of three-point and
two-point functions as suggested in [54]

RI(x0, y0, q)= C3,I(x0, y0, q)
C2(x0,0)

·
√

C2(y0 − x0, q)C2(y0,0)C2(x0,0)
C2(y0 − x0,0)C2(y0, q)C2(x0, q)

, (110)

with I the insertion operator between two baryon states. The operator is inserted
at time y0 and the sink is located at time x0. With the ratio we get rid of the time
and energy dependence. Also the coupling constant ZB, which appears in the fol-
lowing calculation, will cancel. We will project the correlators using the projector

P = 1
2

(1+γE
0 )(1+ iγE

5 γ
E
3 ), (111)

where γE
µ indicates the Dirac-matrices in Euclidean space (see A.1).

2.8.1 Axial charge: Two-point correlator

We start by evaluating the two-point function in momentum space (see eq.(98)),

Cαβ

2 (x0, p)=
∫

d3xe−ipx 〈0|Ôα(x)Ô†
β
(0) |0〉 . (112)
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α is the Dirac index and Ô the interpolating operator. With the help of the com-
pleteness relation

1=
∫

d3 p′

(2π)32Ep′

∑
s′
|B(p′, s′)〉〈B(p′, s′)| , (113)

where B(p’,s’) represents a baryon with momemtum p’ and spin s’, and the trans-
lation operator, O(x)= ei p̂xO(0)e−i p̂x, we get

Cαβ

2 (x0, p)=
∫

d3xe−ipx
∫

d3 p′

(2π)32Ep′

∑
s′
〈0|Ôα(0) |B(p′, s′)〉 e−ip′x 〈B(p′, s′)|Ô†

β
(0) |0〉 .

(114)

We assume translation invariance of the vacuum, so that 〈0| ei p̂x = 〈0| holds. The
overlap matrix elements can be expressed as

〈0|Ôα(0) |B(p′, s′)〉 = ZBus′
α (p′),

〈B(p′, s′)|Ô†
β
(0) |0〉 = Z∗

B ūs′
β (p′),

(115)

where us′(p′) are the plane-wave solutions for baryons of the Dirac equation, and
ZB is a coupling strength of O(0) to the state |B(p′, s′)〉. With the overlaps we get

Cαβ

2 = |ZB|2
∫

d3 p′

(2π)32Ep′
e−iEp′ x0

∫
d3xe−i(p−p′)x ∑

s′
us′
α (p′)ūs′

β (p′)

where we used e−ip′x=e−i(Ep′ x0−p′x). The spinors are now summed over the spin
(see in [8] eq. 3.66),

∑
s′

us′
α (p′)ūs′

β (p′)= (Ep′γE
0 + ip′γE +m)αβ. (116)

With a Wick rotation x0 −→−ix0 the two-point correlator is then,

Cαβ

2 (x0, p)= |ZB|2 e−Epx0

2Ep
(Epγ

E
0 + ipγE +m)αβ. (117)
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Consider the Euclidean gamma matrices, that causes a sign change of the term
ipγE. As mentioned before we project the correlator using P in eq. (111)

C̃2(x0, p)=Tr[PC2(x0, p)]

=Tr
[

1
2

(1+γE
0 )(1+ iγE

5 γ
E
3 )|ZB|2 e−Epx0

2Ep
(Epγ

E
0 + ipγE +m)

]
=1

2
|ZB|2 e−Epx0

2Ep
Tr

[
Epγ

E
0 + ipγE +m+ iγE

5 γ
E
3 Epγ

E
0 −γE

5 γ
E
3 pγE

+ iγE
5 γ

E
3 m+Ep + iγE

0 pγE −γE
0 m+ iγE

0 γ
E
5 γ

E
3 Epγ

E
0 +γE

5 γ
E
3 pγE

0

+ iγE
0 γ

E
5 γ

E
3 m

]
.

WithTr[m]= 4m andTr[Ep]= 4Ep, since they are diagonalmatrices, andTr[remains]=0
we get

C̃2(x0, p)= |ZB|2
( m
Ep

+1
)
e−Epx0 . (118)

2.8.2 Axial charge: Three-point correlator

A general current is defined as a quark bilinear

I = ψ̄Γψ. (119)

To calculate the axial vector charge, we choose an axial vector current, so

Γ= γµγ5 (120)

hence we rename the current

I = Aµ

M

with Aµ

M the axial current in Minkowski space. According to [43] the following
relation for thematrix element of the axial vector current can be used in the isospin
limit

〈B(p′, s′)|Aµ

M(x) |B(p, s)〉 = eiqxūs′(p′)
(
γµγ5GA(q2)+γ5 qµ

2m
GP (q2)

)
︸ ︷︷ ︸

A (q)

us(p),

where q=p′− p is the momentum transfer and |B〉 an octet baryon state. GA is the
axial form factor andGP the pseudo-scalar form factor. The axial charge is defined
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as the axial form factor at zero momentum transfer, i.e.

GA(0)= gA.

If we calculate the three-point correlator with zero momentum in the final state
and in the spectral representation (inserting the completeness relation) we obtain
[42]

Cαβ

3 (x0, y0, q)=
∫

d3 y
∫

d3xeiqy 〈0|Ôα(x)A(y)Ô†
β
(0) |0〉

= |ZB|2 e−Eq y0

2Eq

e−m(x0−y0)

2m
(
(mγE

0 +m)A (q)(Eqγ
E
0 + iqγE +m)

)
,
(121)

where we also summed over the spins. With the P defined in eq. (111), the pro-
jected three-point correlator takes the form

C̃3(x0, y0, q)=Tr
[
PC3(x0, y0, q)

]= |ZB|2 e−Eq y0

2Eq

e−m(x0−y0)

2m
·TAµ

M
. (122)

Two cases are possible for TAµ

M
,

TAµ

M
=


4mq3

(
GA(q2)+ q0

2m
GP (q2)

)
, µ= 0,

−4m
(
GA(q2)(m+Eq)δ3k −

q3qk

2m
GP (q2)

)
, µ= k,

in which we used that

Tr
[
γE

3 γ
E
k

]
= 4δ3k. (123)

To extract gA we choose µ= 3, the current in Euclidean space A3
E=−iA3

M and q = 0,
hence eq. (122) takes the form

C̃3(x0, y0, q)= 2ie−mx0GA(0) (124)

The ratio eq. (110) reduces to

RA3
E
(x0, y0,0)=

C̃3,A3
E
(x0, y0,0)

C̃2(x0,0)
(125)
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Thus we get

gA =GA(0)= Im(RA3
E
(x0, y0,0)). (126)



3 Error estimation

R
eliable estimates of errors demand a large set of measurements. There
is a high computational effort to do the measurements, in our case the
generation of gauge field configurations and to evaluate the high dimen-

sional sum (see eq. (81)). Hence, we have to make use of estimators. Resampling
methods are used to estimate the precision of sample statisticwith correlated data.
Standard method for calculating errors are impractical, when the analysis is more
involved1. The so-called Jackknife and Bootstrap method provides us with an
method for determining the propagation of errors. In the following section we
show how to deal with data using the Jackknife method and why errors increase
with larger time. Informations about the Bootstrap method is given in [46].

3.1 Jackknife
Suppose we have a data vector X with N data points [47]

X = (X1, X2, . . . , XN−1, XN) . (127)

The data vector has been generated via aMonte Carlo procedure , i. e. Xn has been
computed on a number of configurations along a Markov chain. Furthermore, X
is not a population but a sample, since we generated a finite amount of gauge
configurations. The mean of the sample is defined as

X = 1
N

N∑
n=1

Xn.

Aswe are averaging over a data sample, our observable tends to be higher or lower
than the true value2. The difference between the true value and the sample means
is called bias. To calculate the unbiased estimation of the standard deviation of the
sample mean we use

σX = σp
N

=
√√√√ 1

N(N −1)

N∑
n=1

(Xn − X )2. (128)

Consider the factor 1
N−1 , which is referred to as Bessel’s correction [48]. But this

error formulation gets impractical when applying it on a observable Q, which can
be a difficult function of the raw data or resulting from a fit ( error propagation).
Here the Jackknife method comes into play. Suppose we have now an observ-
able Q, calculated from the original sample X . The Jackknife begins with creating

1the axial charge e.g. has in matters of raw data a complex structure. It is the ratio of 2- and
3-point functions which also themselves have inner mathematical structure see section 2.5.

2True value denotes here the average over the population.
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subsets of the data vector X by removing the ith entry, hence we get

X [i] = (X1, X2, . . . , X i−1, X i+1, . . . , XN−1, XN) . (129)

From each subset X [i] one determines the observableQJi . Then the Jackknife error
is defined as [13]

σJ =
√√√√N −1

N

N∑
i=1

(
QJi −Q

)2. (130)

To see how the Jackknife works, we want to compute error of the sample X with
the Jackknife method. We know how to calculate this error with the standard
method. The Jackknife method computes the Jackknife sample means

XJi =
1

N −1

N−1∑
n=1

X[i]n , (131)

then the Jackknife error in the mean reads

σJX =
√√√√N −1

N

N∑
i=1

(
XJi − X

)2
, (132)

comparing eq. (132) und eq. (128), we see that the factor N−1 is in the numerator
rather the denominator. We get equality if

XJi − X = 1
N −1

(
X − Xn

)
(133)



3.2 Signal-to-noise ratio 38

holds. Evaluating XJi − X we get,

XJi − X = ∑
n 6=i

Xn − 1
N

∑
n

Xn

= N
∑

n 6=i Xn − (N −1)
∑

n Xn

N (N −1)

= N
∑

n 6=i Xn − (N −1)
(∑

n 6=i Xn + X i
)

N (N −1)

=
1
N

∑
n 6=i Xn − X i + 1

N X i

N −1

=
1
N

∑
n Xn − X i

N −1

= 1
N

(
X − X i

)
.

(134)

Thus in the case of the sample mean, the Jackknife error reduces to the standard
formula.

3.2 Signal-to-noise ratio
Looking at figure 10 in chapter 2, we see that the noise grows with larger t. The
noise problem arises from the fact that particles described by a given interpolator
can decay into lighter particles, which have the same quantum numbers, due to
the kinematics of a considered ensemble. The signal-to-noise ratio is defined as

RNS = 〈C2〉
σ2 (135)

The expectation value of the Λ two-point correlation function is 〈C2〉∼ e−mΛt. The
variance can be estimated as [51]

σ2 ∼ 〈∣∣C2
∣∣2〉−|〈C2〉 |2 ∼ e−(2mπ+mφ)t.

The Λ two-point function is obtained from the contraction of the 3 quarks u, d,
s with the anti-quarks u,d, s. They can be combined to two π-mesons and one
φ-meson. The signal-to-noise ratio is then

RSN ∼ e−
(
mλ−(mπ+ 1

2 mφ)
)
t.

Thus it falls with larger t since mΛ−(mπ+ 1
2 mφ)> 0. In figure 13we show how RSN

evolves with t. We see an exponential decay of RSN , as estimated in our formula,
but the calculation of the exponent remains.



39 3.2 Signal-to-noise ratio

0 5 10 15 20 25 30 35 40

(t− 24)/a

10−1

100

101

102

103

R
S
N

Figure 13: Signal-to-noise ratio on the log scale plotted against time t. Our esti-
mation can be confirmed due to the roughly linear trend.



4 Calculation on the Lattice

N
ow that we know how to use Wick contractions to calculate fermionic ex-
pectation values and how to interpret the results on the hadronic level, we

want to use this knowledge to analyze the Λ-baryon, which is a member of the
SU(3) octet.

4.1 Λ Two-point correlator
The Λ-baryon consists of an up-, a down-, and a strange quark and has a mass
of roughly 1116 MeV [30]. It has strangeness S=-1 and a charge of Q=0. Λ is part
of the baryon octet and is an isosinglet particle (figure 14). We can build the Λ
interpolator as

Λ= εabcua
γ

(
db
α(Cγ5)αβsc

β

)
, (136)

where C is the charge conjugation matrix,

ψ(x) C−→ψ(n)C = C−1ψ(n)T , ψ(n) C−→ψ(x)C =−ψ(n)TC. (137)

Acting on the Dirac indices, we obtain

CγµC−1 =−γT
µ , C = iγ0γ2. (138)

The convention used in this thesis for the Dirac matrices can be found in ap-
pendix A.1. The epsilon tensor secures the invariance under color transforma-
tions. The color state of a baryon can be written as1 [33]

|B〉c = εi jkχ
i ⊗χ j ⊗χk, (139)

where χi is a basis of a complex Hilbert space. The SU(3)-color transformation is

|B〉c 7−→ |B′〉c = εi jk

(
Uχi

)
⊗

(
Uχ j

)
⊗

(
Uχk

)
= εi jkU i

aU j
bUk

c χ
a ⊗χb ⊗χc

. (140)

1We omitted the normalization factor for simplicity.
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Figure 14: The baryon octet, Σ0 has I=1, whereas Λ is a Isospin singlet I=0

For a 3×3-matrix M with the entries mi j, the determinant is given by

det(M)= εi jkm1im2 jm3k. (141)

Using this definition we can evaluate εi jkU i
aU j

bUk
c

• for abc = 123 (and all other even permutations),
εi jkU i

1U j
2Uk

3 = det(U) = 1,

• for abc = 213 (and all other odd permutations),
εi jkU i

2U j
1Uk

3 = -ε jikU j
1U i

2Uk
3= -det(U) = −1,

• otherwise, εi jkU i
aU j

bUk
c = 0.

This leads us to the result εi jkU i
aU j

bUk
c =εabc and shows that the interpolator is

color invariant. Going back to eq. (136), the parentheses, where d and s are con-
tracted with C, form a so-called diquark. The diquark model is used for the cal-
culation of baryon masses. The quantum number of the Λ-baryon can also be
obtained with different diquark structures. For this thesis we use a more general
interpolator forΛ. According toGattringer and Lang [13] theΛ interpolator reads:

Λγ = εabc

(
2sa

γub
β(Cγ5)βαdc

α+da
γub

β(Cγ5)βαsc
α−ua

γdb
β(Cγ5)βαsc

α

)
,

Λγ = εabc

(
2ua

α(Cγ5)αβd
b
βsc

γ+ua
α(Cγ5)αβsb

βd
c
γ−d

a
γ(Cγ5)αβsb

βuc
γ

)
.

Notice the open Dirac indices, they will be used to project the correlator to the
suitable symmetry via the trace. To calculate themass we projected, as mentioned
before, the interpolator to positive parity. For the calculation of the axial charge
we projected it with a P defined in eq. (111). The two point-correlator can be
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Figure 15: Pictorial representation of the two-point function. Λ is created at 0 and
annihilated at n.

obtained through

Pγ′γ 〈Λγ(n)Λγ′(0)〉 =
Pγ′γ

[
εabc

(
〈2s(n)a

γu(n)b
β(Cγ5)βαd(n)c

α〉+〈d(n)a
γu(n)b

β(Cγ5)βαs(n)c
α〉−

〈u(n)a
γd(n)b

β(Cγ5)βαs(n)c
α〉

)
·εa′b′c′

(
〈2u(0)a′

α′(Cγ5)α′β′d(0)b′
β′s(0)c′

γ′〉+〈u(0)a′
α′(Cγ5)α′β′s(0)b′

β′d(0)c′
γ′〉−

〈d(0)a′
γ′ (Cγ5)α′β′s(0)b′

β′u(0)c′
γ′〉

)]
.

The baryon is created at space-time point 0 and annihilated at n. A pictorial rep-
resentation is given in figure 15. Now we factor out

Pγ′γ 〈Λγ(n)Λγ′(0)〉 = Pγ′γεabcεa′b′c′(
〈4s(n)a

γu(n)b
β(Cγ5)βαd(n)c

αu(0)a′
α′(Cγ5)α′β′d(0)b′

β′s(0)c′
γ′〉+

〈2s(n)a
γu(n)b

β(Cγ5)βαd(n)c
αu(0)a′

α′(Cγ5)α′β′s(0)b′
β′d(0)c′

γ′〉−
〈2s(n)a

γu(n)b
β(Cγ5)βαd(n)c

αd(0)a′
α′(Cγ5)α′β′s(0)b′

β′u(0)c′
γ′〉+

〈2d(n)a
γu(n)b

β(Cγ5)βαs(n)c
αu(0)a′

α′(Cγ5)α′β′d(0)b′
β′s(0)c′

γ′〉+
〈d(n)a

γu(n)b
β(Cγ5)βαs(n)c

αu(0)a′
α′(Cγ5)α′β′s(0)b′

β′d(0)c′
γ′〉−

〈d(n)a
γu(n)b

β(Cγ5)βαs(n)c
αd(0)a′

α′(Cγ5)α′β′s(0)b′
β′u(0)c′

γ′〉−
〈2u(n)a

γd(n)b
β(Cγ5)βαs(n)c

αu(0)a′
α′(Cγ5)α′β′d(0)b′

β′s(0)c′
γ′〉−

〈u(n)a
γd(n)b

β(Cγ5)βαs(n)c
αu(0)a′

α′(Cγ5)α′β′s(0)b′
β′d(0)c′

γ′〉+
〈u(n)a

γd(n)b
β(Cγ5)βαs(n)c

αd(0)a′
α′(Cγ5)α′β′s(0)b′

β′u(0)c′
γ′〉

)
.

With the contraction 〈 f (n)a
α f (0)b

β
〉 = F(n,0)ab

αβ
we get U , D and S, which denotes
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the propagators of the u-, d-, and s-quarks

Pγ′γ 〈Λγ(n)Λγ′(0)〉 = Pγ′γεabcεa′b′c′(
−4S(n,0)ac′

γγ′U(n,0)ba′
βα′(Cγ5)βαD(n,0)cb′

αβ′(Cγ5)α′β′+
2S(n,0)ab′

γβ′U(n,0)ba′
βα′(Cγ5)βαD(n,0)cc′

αγ′(Cγ5)α′β′+
2S(n,0)ab′

γβ′U(n,0)bc′
βγ′(Cγ5)βαD(n,0)cb′

αα′(Cγ5)α′β′+
2D(n,0)ab′

γβ′U(n,0)ba′
βα′(Cγ5)βαS(n,0)cc′

αγ′(Cγ5)α′β′−
D(n,0)ac′

γγ′U(n,0)ba′
βα′(Cγ5)βαS(n,0)cb′

αβ′(Cγ5)α′β′−
D(n,0)aa′

γα′U(n,0)bc′
βγ′(Cγ5)βαS(n,0)cb′

αβ′(Cγ5)α′β′+
2U(n,0)aa′

γα′D(n,0)bb′
ββ′(Cγ5)βαS(n,0)cc′

αγ′(Cγ5)α′β′−
U(n,0)aa′

γα′D(n,0)bc′
βγ′(Cγ5)βαS(n,0)cb′

αβ′(Cγ5)α′β′−
U(n,0)ac′

γγ′D(n,0)ba′
βα′(Cγ5)βαS(n,0)cb′

αβ′(Cγ5)α′β′
)
.

The sign changes are due to the anti-commutation of Grassmann variables. In the
next step we contract Cγ5 and use Cγ5 =ΓB:

Pγ′γ 〈Λγ(n)Λγ′(0)〉 = Pγ′γεabcεa′b′c′

(−4Sac′
γγ′U

ba′
βα′ (ΓBDΓB,T)cb′

βα′ +2Sab′
γβ′ (Γ

B,TUΓB)ba′
αβ′D

cc′
αγ′+

2Sab′
γβ′U

bc′
βγ′ (Γ

BDΓB)ca′
ββ′ +2Dab′

γβ′ (Γ
B,TUΓB)αβ′Scc′

αγ′−
Dac′
γγ′(Γ

B,TUΓB)ba′
αβ′S

cb′
αβ′ −Daa′

γα′Ubc′
βγ′ (Γ

BSΓB,T)cb′
βα′+

2Uaa′
γα′ (ΓB,TDΓB,T)bb′

αα′Scc′
αγ′ −Uaa′

γα′ Dbc′
βγ′(Γ

BSΓB,T)cb′
βα′−

Uac′
γγ′ (Γ

B,TDΓB)ba′
αβ′S

cb′
αβ′),

where ΓB,T is the transposed ΓB. Now we contract Pγ′γ and we use the QDP1

operator ’quarkContract’ (see QDPManual [31] ) which also includes a color con-

1QDP is an application which is included in the openQCD package. It provides parallel oper-
ations on all lattice sites. We are also using its operator Syntax.
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traction,

Pγ′γ 〈Λγ(n)Λγ′(0)〉 =−4(PS)ac′
γ′γ′quarkContract13(U ,ΓBDΓB,T)c′a

α′α′

−2(PS)ab′
γ′β′quarkContract13(ΓB,TUΓB,D)b′a

β′γ′

+2(PS)ab′
γ′β′quarkContract13(U , (ΓBDΓB))b′a′

γ′β′

−2(PD)ab′
γ′β′quarkContract13(ΓB,TUΓB,S)b′a

β′γ′

−(PD)ac′
γ′γ′quarkContract13(ΓB,TUΓB,S)c′a

β′β′

+(PD)aa′
γ′α′quarkContract13(U ,ΓBSΓB,T)a′a

γ′α′

+2(PU)aa′
γ′α′quarkContract13(ΓB,TDΓB,T ,S)a′a

α′γ′

+(PU)aa′
γ′α′quarkContract13(D,ΓBSΓB,T)a′a

γ′α′

−(PU)ac′
γ′γ′quarkContract13(ΓB,TDΓB,S)c′a

β′β′ .

Some signs are changed due to the anti-symmetry of the Levi-Civita tensor. This
subroutine is used to calculate the two-point function of the Λ-baryon.

4.2 Λ Three-point correlator
The Λ two-point-Correlator is as mentioned before:

Pγ′γ 〈ΛγΛγ′〉 = Pγ′γ

(
εabc

(〈2sa
γub

β(Cγ5)βαdc
α〉+〈da

γub
β(Cγ5)βαsc

α〉−〈ua
γdb

β(Cγ5)βαsc
α〉

)︸ ︷︷ ︸
Λ

·εa′b′c′
(〈2ua′

α′(Cγ5)α′β′d
b′
β′s

c′
γ′〉+〈ua′

α′(Cγ5)α′β′sb′
β′d

c′
γ′〉−〈da′

α′(Cγ5)α′β′sb′
β′u

c′
γ′

)〉︸ ︷︷ ︸
Λ

)

Now we want to insert a local operator I at a space-time point m, to be able to
calculate interactions with different currents. Depending on the operator we can
insert it on every quark line. The Λ baryon has 3 different flavors u, d and s,
where in the simulation the isospin limit is used (mu = md 6= 0). The contractions
are calculated for the three cases in which the operator is put on the u-, d-, and
s-line. For each insertion a disconnected contribution appears which we neglect
( see fig 16). For demonstration we will do the contraction on the strange quark
line ( s-line). The remaining insertions can be found in the appendix (A.3). With
the insertion Is(m)= s(m)d

δ
Γde
δε

s(m)e
ε in the s-line we get the three-point-correlator:

C3pt = Pγ′γ 〈Λ(n)γIs(m)Λ(0)γ′〉
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Figure 16: Insertion operator on the u-, d-, and s-line (from above). The dashed
line indicates the disconnected contribution.

Inserting the explicit expression for the interpolator we get,

Pγ′γ 〈Λ(n)γI(m)sΛ(0)γ′〉 =
PT
γγ′

(
εabc

(〈2s(n)a
γu(n)b

β(Cγ5)βαd(n)c
α〉+〈d(n)a

γu(n)b
β(Cγ5)βαs(n)c

α〉−
〈u(n)a

γd(n)b
β(Cγ5)βαs(n)c

α〉
) · s(m)d

δΓ
de
δε s(m)e

ε ·εa′b′c′
(〈2u(0)a′

α′(Cγ5)α′β′d(0)b′
β′s(0)c′

γ′〉+
〈u(0)a′

α′(Cγ5)α′β′s(0)b′
β′d(0)c′

γ′〉−〈d(0)a′
α′(Cγ5)α′β′s(0)b′

β′u(0)c′
γ′

)〉)
Now we factor out:

Pγ′γ 〈Λ(n)γI(m)sΛ(0)γ′〉 =
PT
γγ′εabcεa′b′c′

(
〈4s(n)a

γu(n)b
β(Cγ5)βαd(n)c

αu(0)a′
α′(Cγ5)α′β′d(0)b′

β′s(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉+
〈2s(n)a

γu(n)b
β(Cγ5)βαd(n)c

αu(0)a′
α′(Cγ5)α′β′s(0)b′

β′d(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉−
〈2s(n)a

γu(n)b
β(Cγ5)βαd(n)c

αd(0)a′
α′(Cγ5)α′β′s(0)b′

β′u(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉+
〈2d(n)a

γu(n)b
β(Cγ5)βαs(n)c

αu(0)a′
α′(Cγ5)α′β′d(0)b′

β′s(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉+
〈d(n)a

γu(n)b
β(Cγ5)βαs(n)c

αu(0)a′
α′(Cγ5)α′β′s(0)b′

β′d(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉−
〈d(n)a

γu(n)b
β(Cγ5)βαs(n)c

αd(0)a′
α′(Cγ5)α′β′s(0)b′

β′u(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉−
〈2u(n)a

γd(n)b
β(Cγ5)βαs(n)c

αu(0)a′
α′(Cγ5)α′β′d(0)b′

β′s(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉−
〈u(n)a

γd(n)b
β(Cγ5)βαs(n)c

αu(0)a′
α′(Cγ5)α′β′s(0)b′

β′d(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉+
〈u(n)a

γd(n)b
β(Cγ5)βαs(n)c

αd(0)a′
α′(Cγ5)α′β′s(0)b′

β′u(0)c′
γ′ · s(m)d

δΓ
de
δε s(m)e

ε〉
)
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With the contraction 〈 f a
α f

b
β〉 = Fab

αβ
we get

Pγ′γ〈Λ(n)γI(m)sΛ(0)γ′〉 = PT
γγ′εabcεa′b′c′Γ

de
δε

(ΓB)βα︷ ︸︸ ︷
(Cγ5)βα

(Γ̃B)α′β′︷ ︸︸ ︷
(Cγ5)α′β′(−4S(n,m)ad

γδS(m,0)ec′
εγ′D(n,0)cb′

αβ′U(n,0)ba′
βα′ +2U(n,0)ba′

βα′S(n,m)ad
γδD(n,0)cc′

αγ′S(m,0)eb′
εβ′+

2U(n,0)bc′
βγ′S(n,m)ad

γδD(n,0)ca′
αα′S(m,0)eb′

εβ′ +2D(n,0)ab′
γβ′S(n,m)cd

αδU(n,0)ba′
βα′S(m,0)ec′

εγ′−
D(n,0)ac′

γγ′S(n,m)cd
αδU(n,0)ba′

βα′S(m,0)eb′
εβ′ −D(n,0)aa′

γα′S(n,m)cd
αδU(n,0)bc′

βγ′S(m,0)eb′
εβ′+

2S(n,m)cd
αδD(n,0)bb′

ββ′U(n,0)bb′
ββ′S(m,0)ec′

εγ′ −S(n,m)cd
αδD(n,0)bc′

βγ′U(n,0)bc′
βγ′S(m,0)eb′

εβ′−
S(n,m)cd

αδD(n,0)ba′
βα′U(n,0)ba′

βα′S(m,0)eb′
εβ′ ).

In our case ΓB=Γ̃B. The contractions lead us to the propagator S(n,m), which is the
propagator from the insertion point m to the sink n. This propagator requires a
calculation of an all-to-all propagator, as only the source at 0 is fixed. To avoid this
computational task, we introduce the so-called extended propagator Σ. The three-
point-correlator can be calculated with this extended propagator via

C3pt,s =Σ(0,m)zd
τδ

(
IS(m,0)

)dz

δτ
. (142)

To extract the Σ we have first to factoring out S(m,0)ec′
εγ′ and S(m,0)eb′

εβ′ :

Pγ′γ 〈Λ(n)γI(m)sΛ(0)γ′〉 = PT
γγ′εabcεa′b′c′Γ

de
δε (ΓB)βα(Γ̃B)α′β′(

S(m,0)ec′
εγ′

(
−4S(n,m)ad

γδU(n,0)ba′
βα′D(n,0)cb′

αβ′ +2U(n,0)ba′
βα′D(n,0)ab′

γβ′S(n,m)cd
αδ+

2D(n,0)bb′
ββ′U(n,0)aa′

γα′S(n,m)cd
αδ)+

S(m,0)eb′
εβ′

(
2D(n,0)cc′

αγ′U(n,0)ba′
βα′S(n,m)ad

γδ +2D(n,0)ca′
αα′U(n,0)bc′

βγ′S(n,m)ad
γδ−

U(n,0)ba′
βα′D(n,0)ac′

γγ′S(n,m)cd
αδ−U(n,0)bc′

βγ′D(n,0)aa′
γα′S(n,m)cd

αδ

−U(n,0)aa′
γα′D(n,0)bc′

βγ′S(n,m)cd
αδ−U(n,0)ac′

γγ′D(n,0)ba′
βα′S(n,m)cd

αδ

))
For Σ we then get (consider the change of the indices: c’−→ z, γ’−→ τ for the first
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Figure 17: Fixed sink method: The source η is colored red, whereas the extended
propagator Σ is blue, consider that also the source belongs to the extended prop-
agator.

and b′ −→ z,β′ −→ τ for the second bracket )

Σ(0,m)zd
τδ = εabc(ΓB)βα(

PT
γτεa′b′z(Γ̃B)α′β′

(
−4D(n,0)cb′

αβ′U(n,0)ba′
βα′S(n,m)ad

γδ +2D(n,0)ab′
γβ′U(n,0)ba′

βα′S(n,m)cd
αδ

+2U(n,0)aa′
γα′S(n,m)cd

αδD(n,0)bb′
ββ′

)
PT
γγ′εa′zc′(Γ̃B)α′τ

(
2U(n,0)ba′

βα′S(n,m)ad
γδD(n,0)cc′

αγ′ +2U(n,0)bc′
βγ′S(n,m)ad

γδD(n,0)ca′
αα′−

D(n,0)ac′
γγ′U(m,0)ba′

βα′S(n,m)cd
αδ−D(n,0)aa′

γα′U(n,0)bc′
βγ′S(n,m)cd

αδ−
D(n,0)bc′

βγ′U(n,0)aa′
γα′S(n,m)cd

αδ−D(n,0)ba′
βα′U(n,0)ac′

γγ′S(n,m)cd
αδ

))
.

The extended propagator can be computed with same procedure as the normal
propagators D and U . By introducing a sink ηwe get

∑
m
Σ(0,m)zd

τδ A(m, z)d f
δσ

= η(0, z)z f
τσ, (143)

where A1 is theDirac operator. Thismethod is knownas the fixed sinkmethod [35]
and is shown in figure 17. With

(A−1) f d
σδ

=
{

S(n,m)ad
γδ , a −→ f ,γ−→σ,

S(n,m)cd
αδ, c −→ f ,α−→σ,

1In this case we have to choose this notation to distinguish the Dirac operator from the propa-
gator of the d-quark
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we get for the s-type source

η(0, z)z f
τσ = ε f bc(ΓB)βα(

PT
στεa′b′z(Γ̃B)α′β′

(
−4U(z,0)ba′

βα′D(z,0)cb′
αβ′

)
+ΓT

σγ′εa′zc′(Γ̃B)α′τ

(
2U(z,0)ba′

βα′D(z,0)cc′
αγ′+

2D(z,0)ca′
αα′U(z,0)aa′

γα′
))
+

εabf (ΓB)βσ
(
PT
γτεa′b′z(Γ̃B)α′β′

(
2D(z,0)ab′

γβ′U(z,0)ba′
βα′ +2D(z,0)bb′

ββ′U(z,0)aa′
γα′

)
+

PT
γγ′εa′zc′(Γ̃B)α′τ

(
−D(z,0)ac′

γγ′U(z,0)ba′
βα′ −D(z,0)aa′

γα′U(z,0)bc′
βγ′ −U(z,0)aa′

γα′D(z,0)bc′
βγ′−

D(z,0)ba′
βα′U(z,0)ac′

γγ′
))

.

In the final step, we get the QDP-code

= -4quarkContract24((ΓB)TU ,D(Γ̃B)T)z f
ααPτσ−2quarkContract13(ΓBDP,UΓ̃B)z f

στ+
2quarkContract13(ΓBDΓ̃B,UP)z f

τσ−2quarkContract24(PD(Γ̃B)T , (ΓB)TU)z f
τσ+

2quarkContract24(PUΓ̃B, (ΓB)TD)z f
τσ−quarkContract34((ΓB)TUΓ̃B,PD)z f

στ+
quarkContract14(PDΓ̃B, (ΓB)TU)z f

τσ+quarkContract14(PUΓ̃B, (ΓB)TD)z f
τσ−

quarkContract34((ΓB)TDΓ̃B,PU)z f
στ.

Signs changed due to the anti-symmetry of the Levi-Civita Tensor.

4.3 Results
The axial current is not conserved due to the breaking of chiral symmetry (see eq.
(56)). The renormalization of the axial current in O(a) improved lattice QCD is
done with the defintion [55]

(A i
R)µ(n)= ZA

(
1+bAamq

)
(A i

µ(n)+acA∂µP i(n)︸ ︷︷ ︸
improvementTerm

). (144)

The quark mass is denoted by mq and P(n) is the pseudo-scalar density, defined
as

P i(n)=ψ(n)γ5
λi

2
ψ(n). (145)

The derivative of P(n) vanishes for zero momentum. Since the axial charge is
calculated using zeromomentum, we can omit the improvement term. The renor-
malization factor ZA has beendetermined in [55] to ZA = 0.724. Themass-dependent
termproportional to the coefficient bA, which is determined in [56], will be dropped.
The exact value of the term don’t exists for this thesis, but first estimations leads
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Figure 18: gA on H105 at different source-sink separation ts, averaged over 600
measurements.

to a contribution of ∼ 3%with κc ∼ 0.137142. In figure 18 we see the values of gA .
They are calculated for four different source-sink separations ts (10a,12a,14a and
16a) on the H105 ensemble over 600 configurations. We used smeared-smeared
propagators for the two- and three-point correlators. The values are displaced by
ts
2 for better visibility. To distinguish the single points, the values of each source-
sink separation are shifted by 0.2a. Excited states are suppressed for large t, how-
ever a large t causes an increase in noise, which makes a larger source-sink sep-
arations impossible. We assume, that the correlator is slightly contaminated by
excited states, as the plot in 18 does not differ strongly in ts. To extract gA we fit a
constant to the ratio

f (t)= gA,

which we refer to as plateau method. Figure 19 shows the constant fits to different
source-sink separations. We will take the value at ts = 10a due to the small error,

gcons.fit
A =−1.36±0.06. (146)

4.3.1 Summation method

We want to examine, if gA is strongly contaminated by excited states. To check
for contamination from excited states we use the summation method [44]. We
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Figure 19: Constant fit to all source-sink separation on H105.

consider excited states by using the ratio

RA3 = Rground
A3

(
1+O (e∆t)+O (e−∆(ts−t))+O (e∆ts)

)
, (147)

where Rground
A3

is the ratio only considering the ground state and ∆= mexcited−mΛ

the energy gap between ground and excited state. If we sum the ratio over the
whole range of insertion time we get [45]

Rsum
A3

=
ts∑

t=0
RA3 −→ c+ ts

(
gbare

A +O
(
e−∆ts

))
. (148)

where gbare
A is the unrenormalized value of gA. We see that the excited-state con-

tributions are reduced, since ts >(ts - t ). Performing this summation for several
ts, we can extract gA from the slope of a linear fit,

f (ts)= gA ts + c. (149)

Figure 20 shows the linear fit to the four source-sink separations. Measuring the
slope, we get for renormalized gA

gsum
A =−1.38±0.30. (150)



51 4.3 Results

9 10 11 12 13 14 15 16 17
ts/a

30

27

24

21

18

15

12

Rsum
A3

summation method

Figure 20: gA extracted from slope of the linear fit over four source-sink separation

Here again the error grows with larger ts. The error of gsum
A was also calculated

with the Jackknife method. Comparing eq. (146) and eq. (150) we see that the
values are entirely consistent, which confirms our statement of the low contami-
nation by excited states. In the next chapter we will extrapolate the values to the
physical masses, for that we have to do the lattice calculation on multiple ensem-
bles.



5 Results at the physical point

I
n this sectionwewant to extrapolate our results mΛ and gA to the physical
pion and kaon masses. To extrapolate to the physical masses we add to
the results of the H105 ensemble the calculations on the H102 and C101

ensembles at different pion and kaon masses. The fit functions are derived from
SU(3) chiral perturbation theory (χPT).

5.1 Physical point: Mass

The extrapolation formula from SU(3) χPT for thr octet baryon mass in terms of
kaon and pion masses to order O (p2) are given by [58, 59]

MN = m0 −4bD Ṁ2
K +4bF

(
Ṁ2

K − Ṁ2
π

)−2b0
(
2Ṁ2

K + Ṁ2
π

)+O (p2),

MΛ = mo + 4
3

bD
(−4Ṁ2

K + Ṁ2
π

)−2b0
(
2Ṁ2

K + Ṁ2
π

)+O (p2),

MΣ = m0 −4bD Ṁ2
π−2b0

(
2Ṁ2

K + Ṁ2
π

)+O (p2),

MΞ = m0 −4bD Ṁ2
K −4bF

(
Ṁ2

K − Ṁ2
π

)−2b0
(
2Ṁ2

K + Ṁ2
π

)+O (p2),

(151)

with m0 the average octet mass in the chiral limit. The dot denotes the leading
order in the quarkmass expansion [61]. In this thesis we work in the isospin limit,
which implies setting the light quark masses ml to

ml = mu = md,

with mu the up-quark mass and md the down-quark mass. There are some com-
binations of hadron masses which are stable when ml and ms is varied while the
average quark mass is fixed m = 1

3 (2ml +ms) [61]. Fixing the mass has the advan-
tage, that one gets a linear behavior of ν∼ M2

K+M2
π

2 to a mass ratio fB (explanation
below). On our ensembles this strategy is equivalent to keep the bare quark mass
fixed [62]

C =
3∑

f=1

1
κ f

= const., (152)

which has the value of C ≈ 10.96815 for the three ensemblesH102, H105 andC101.
One of the stable combinations mentioned before is the average nucleon-mass
which is defined as [60]

Xphys
N = 1

3
(MN +MΣ+MΞ)≈ 1149MeV. (153)
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It is evaluted at the physical masses MN ≈ 940MeV, MΣ ≈ 1192MeV and MΞ ≈
1314MeV (PDG). Inserting the mass from eq. (151) we get

XN = m0 −2b0
(
2M2

K +M2
π

)+ . . . . (154)

It can be shown that the ratio

fB = MB

XN
for B = N,Λ,Σ,Ξ (155)

is linear in the dimensionsless quantity ν= M2
π−X2

π

X2
π

[61] at first order of the double
expansion, the chiral expansion plus the expansion in δml = ml −m. The stable
average pion mass is defined as

Xπ = 1
3

(
2M2

K +M2
π

)
.

The value of ν at physical pion and kaon mass is

νphys =−0.89.

For the leading order contribution the kaon mass Ṁ2
K and pion mass Ṁ2

π are

Ṁ2
π = 2B0m+2B0δml ,

Ṁ2
K = 2B0m−2B0δml ,

which shows that ν parametrizes SU(3) symmetry breaking (for ms = ml = m −→
ν= 0). The ratio can approximately be written as

fB(ν)≈ 1+ cν.

Motivated by this we choose the fit function

f (ν)= 1+bν.

We will fit the ratio MΛ
XN

with the Λ-mass MΛ calculated on the H105, H102 and
C101 ensemble (see appendix A.4). We get

MΛ

XN

(
νphys

)
≈ (0.94±0.02). (156)
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Figure 21: Chiral behaviour of the mass ratio MΛ

XN
. The vertical line indicates the physical

area νphys, where Mphys
λ

XN
is depicted by the black cross

This is the result at physical pion and kaon masses. The C101 value dominates
the fit. The larger error of C101 and H102 arises from the low statistics, 139 mea-
surements for C101 and 150 for H102. Better results can be achieved by increasing
statistics, especially for C101 and H102. From eq. (156) we can calculate the Λ-
mass M l

λ
, we get

M l
λ = 1085±25MeV

The value did not agree with the physical mass of Mphys
Λ = 1117 [MeV] ( see [30] ).

There is still room for improvement : Firstly, we did not extrapolate to the contin-
uum limit, since the computational effort required to compute the desired observ-
able on multiple ensembles with different lattice spacing was beyond the scope of
this thesis. Secondly, we performed the calculations on 2+1 ensembles, whereas
in nature N f =1+1+1+11 holds. Thirdly, more ensembles would improve the de-
scription of the chiral behavior.

5.2 Physical point: Axial charge

Here we extrapolate the axial charge to the physical point with the ansatz given
in [63]. The ratio of three and two point functions in eq.(110) can be linearized in

1The bottom and top quarks are too heavy
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terms of (M2
K +M2

π) and so its valid for gA, as it can be extracted from the ratio,

gA = a+b
(
M2

K +M2
π

)
. (157)

We do an extrapolation for both of the values obtained from the summation and
the plateau method. Since we average only over 138 measurements on C101 and
150 on H102, we see a big statistical error on both values (figure 22). The intercept
with the physical mass line of the plateau and summation fit is

gA,Plateau =−1.35±0.13 (158)
gA,Summation =−1.24±0.68 (159)

The axial charge extracted from the summation method shows a larger error than
the value extracted from the plateau method. An extrapolation to the continuum
limit and larger statistics would improve the result. The axial charge, estimated
from SU(3) symmetry don’t lie in the error frame of gA,Plateau. The deviation does
not seems to be implausible, since we performing calculation on N f =2+1 ensem-
bles and have omitted the quark-disconnected parts. Nevertheless, as an orien-
tation it shows us that the lattice calculation is capable of determining the axial
charge of the Λ baryon.
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Figure 22: Chiral behaviour of gA , extracted of the summation method (above) and the
plateau method (below). The physical value (black cross) was estimated in section 2.7.



6 Summary and outlook

I
n this thesis, we provided a step by step analysis to calculate theΛ-baryon
mass and the axial charge of the Λ in lattice QCD. The simulations are
performed on an N f =2+1 lattice with O (a)-improved Wilson fermions

and open boundary conditions. We calculated the 2- and 3-point function of the
Λ-baryon on three ensembleH102, H105 andC101with unphysical pion and kaon
mass, ranging from mπ=220-350 MeV and mK=440-470 MeV at a lattice spacing
a ≈0.086 fm.
By employing the 2-point correlation function we could obtain an effective mass
plateau, that indicates the low lying energy states. With a constant fit, we extracted
the mass as reasoned in section 3.2. We confirmed the signal-to-noise behavior,
that the noise grows proportional to the exponential in lattice time direction, of
the Λ-baryon on the H105 ensemble. In order to extrapolate the mass to the value
with physical pion and kaonmass we constructed the ratio MΛ

XN
. We calculated aΛ

mass of 1141±7 MeV . This can be improved by adding more values on different
ensembles to the extrapolation. Ensembles with different lattice spacings would
make extrapolations to the continuum limit possible.
We derived the theoretical value of the isoscalar axialvector charge in flavor SU(3)
with the Cabbibo scheme and used two methods, the plateau and summation
method to extract the axial charge from the lattice calculations. The axial charge
determined from the summation method did not differ much from the value de-
termined from the plateau fits. Hence excited contributions seems to be negligi-
ble. We also extrapolate the axial charges to values with physical pion and kaon
masses. Due to little measurements we get a big error for axial charge obtained
from the summation method. The results can further be pushed to the physical
value by extrapolating to the continuum limit. All measurements were done at
four source positions, where in this thesis we used only one at (0, 0, 0,24). Mea-
surements on different source positions would help to increase the statistic with-
out requiring new configurations. The determination of the axial form factor of Λ
remains. The correlation functions are already done for different momenta, hence
the necessary data are already available.
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A Appendices

A.1 Gamma matrices

The following Dirac matrices in Euclidean space are used in this thesis

γE
j =

(
0 −iσ j

iσ j 0

)
, γE

0 =
(
0 1
1 0

)
, γE

5 = γE
0 γ

E
1 γ

E
2 γ

E
3 =

(−1 0
0 1

)
, (160)

with the Pauli matrices

σ1 =
(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (161)

The relations of the Dirac matrices in Euclidean and Minkowski space are

γE
0 = γM

0 , γE
5 = γM

5 , γE
i =−iγM

i . (162)

A.2 Gell-Mann matrices

A concrete representation is given by

λ1 =
0 1 0

1 0 0
0 0 0

 , λ2 =
0 −i 0

i 0 0
0 0 0

 , λ3 =
1 0 0

0 −1 0
0 0 0

 , λ4 =
0 0 1

0 0 0
1 0 0



λ5 =
0 0 −i

0 0 0
i 0 0

 , λ6 =
0 0 0

0 0 1
0 1 0

 , λ7 =
0 0 0

0 0 −i
0 i 0

 , λ8 =
1 0 0

0 1 0
0 0 −2

 .

A.3 Three-point contraction for u- and d-insertion

A.3.1 U-insertion

Pγ′γ 〈Λ(n)γI(m)uΛ(0)γ′〉
= PT

γγ′
(
εabc

(〈2s(n)a
γu(n)b

β(Cγ5)βαd(n)c
α〉+〈d(n)a

γu(n)b
β(Cγ5)βαs(n)c

α〉−
〈u(n)a

γd(n)b
β(Cγ5)βαs(n)c

α〉
) ·u(m)d

δΓ
de
δε u(m)e

ε ·εa′b′c′
(〈2u(0)a′

α′(Cγ5)α′β′d(0)b′
β′s(0)c′

γ′〉+
〈u(0)a′

α′(Cγ5)α′β′s(0)b′
β′d(0)c′

γ′〉−〈d(0)a′
α′(Cγ5)α′β′s(0)b′

β′u(0)c′
γ′

)〉)
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With the Contraction 〈 f a
α f

b
β〉 = Fab

αβ
we get:

Pγ′γ 〈Λ(n)γI(m)uΛ(0)γ′〉 = PT
γγ′εabcεa′b′c′Γ

de
δε (Cγ5)βα(Cγ5)α′β′(−4S(n,0)ac′

γγ′U(n,m)bd
βδD(n,0)cb′

αβ′U(m,0)ea′
εα′ +2S(n,0)ab′

γβ′U(n,m)bd
βδD(n,0)cc′

αγ′U(m,0)ea′
εα′+

2S(n,0)ab′
γβ′U(n,m)bd

βδD(n,0)ca′
αα′U(m,0)ec′

εγ′ +2D(n,0)ab′
γβ′U(n,m)bd

βδS(n,0)cc′
αγ′U(m,0)ea′

εα′−
D(n,0)ac′

γγ′U(n,m)bd
βδS(n,0)cb′

αβ′U(m,0)ea′
εα′ −D(n,0)aa′

γα′U(n,m)bd
βδS(n,0)cb′

αβ′U(m,0)ec′
εγ′+

2U(n,m)ad
γδD(n,0)bb′

ββ′S(m,0)cc′
αγ′U(m,0)ea′

εα′ −U(n,m)ad
γδD(n,0)bc′

βγ′S(n,0)cb′
αβ′U(m,0)ea′

εα′−
U(n,m)ad

γδD(n,0)ba′
βα′S(n,0)cb′

αβ′U(m,0)ec′
εγ′ ).

The extended source is

η(0, z)z f
τσ =−4εzb′c′εaf cS(z,0)ac′

γγ′Pγ′γΓ
B
σαD(z,0)cb′

αβ′Γ̃
BT

β′τ+
2εzb′c′εaf cPγ′γS(z,0)ab′

γβ′Γ̃
BT

β′τΓ
B
σαD(z,0)cc′

αγ′+
2εzb′c′εaf cPγ′γD(z,0)ab′

γβ′Γ̃
BT

β′τΓ
B
σαS(z,0)cc′

αγ′ −εzb′c′εaf cPγ′γD(z,0)ac′
γγ′Γ

B
σαS(z,0)cb′

αβ′Γ̃
BT

β′τ+
2εzb′c′ε f bcD(z,0)bb′

ββ′Γ̃
BT

β′τΓ
B
βαS(z,0)cc′

αγ′Pγ′σ−εzb′c′ε f bcD(z,0)bc′
βγ′Pγ′σΓ

B
βαS(z,0)cb′

αβ′Γ̃
BT

β′τ−
εa′b′zε f bcΓ

BT

αβD(z,0)ba′
βα′S(z,0)cb′

αβ′Γ̃
BT

β′α′PT
στ−εa′b′zεaf cPτγD(z,0)aa′

γα′Γ̃
B
α′β′Γ

B
σαS(z,0)cb′

αβ′+
2εa′b′zεaf cPτγS(z,0)ab′

γβ′Γ
B
σαD(z,0)ca′

αα′Γ̃
B
α′β′

which reads when converted to QDP operators

=-4quarkContract12
(
SP,ΓBD(Γ̃B)T

)z f

στ
−2quarkContract14

(
PS(Γ̃B)T ,ΓBD

)z f

τσ
−

2quarkContract14
(
PD(Γ̃B)T ,ΓBS

)z f

τσ
−quarkContract12

(
PD,ΓBS(Γ̃B)T

)z f

στ
+

2quarkContract13
(
D(Γ̃B)T ,ΓBSP

)z f

τσ
+quarkContract13

(
DP,ΓBS(Γ̃B)T

)z f

στ
−

quarkContract13
(
(ΓB)TD,S(Γ̃B)T

)z f

α′α′ P
T
στ+quarkContract24

(
PDΓ̃B,ΓBS

)z f

τσ
+

2quarkContract24
(
PS,ΓBDΓ̃B

)z f

τσ
.
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A.3.2 D-insertion

Pγ′γ 〈Λ(n)γI(m)dΛ(0)γ′〉 =
PT
γγ′

(
εabc

(〈2s(n)a
γu(n)b

β(Cγ5)βαd(n)c
α〉+〈d(n)a

γu(n)b
β(Cγ5)βαs(n)c

α〉−
〈u(n)a

γd(n)b
β(Cγ5)βαs(n)c

α〉
) ·d(m)d

δΓ
de
δε d(m)e

ε ·εa′b′c′
(〈2u(0)a′

α′(Cγ5)α′β′d(0)b′
β′s(0)c′

γ′〉+
〈u(0)a′

α′(Cγ5)α′β′s(0)b′
β′d(0)c′

γ′〉−〈d(0)a′
α′(Cγ5)α′β′s(0)b′

β′u(0)c′
γ′

)〉).
The QDP operators for the extended source is

= -4quarkContract12
(
PS, (ΓB)TUΓ̃B

)z f

στ
−2quarkContract24

(
PS, (ΓB)TUΓ̃B

)z f

τσ
+

2quarkContract14
(
PS(Γ̃B)T , (ΓB)TU

)z f

τσ
−2quarkContract13

(
SP, (ΓB)TUΓ̃B

)z f

στ
−

quarkContract13
(
S(Γ̃B)T , (ΓB)TU

)z f

α′α′ Pτσ+quarkContract13
(
S(Γ̃B)T , (ΓB)TUP

)z f

τσ
+

2quarkContract23
(
ΓBSP,UΓ̃B

)z f

στ
+quarkContract24

(
ΓBS(Γ̃B)T ,PU

)z f

στ
−

quarkContract34
(
ΓBS(Γ̃B)T ,PU

)z f

στ
.
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A.4 Effective mass plots
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Figure 23: Smeared-point effective mass plot on the C101 (above) and H102 (below) en-
semble with 139 and 150 measurments.

With the effective masses

MH102
Λ = 1146±16MeV, MH105

Λ = 1143±14MeV, MC101
Λ = 1159±26MeV.
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