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Abstract

One of the main goals of the COMPASS experiment at CERN is the determination of the
gluon polarisation in the nucleon,∆G/G. It is determined from spin asymmetries in the
scattering of 160GeV/c polarised muons on a polarised LiD target. The gluon polarisa-
tion is accessed by the selection of photon-gluon fusion (PGF) events. The PGF-process
can be tagged through hadrons with high transverse momenta or through charmed hadrons
in the final state. The advantage of the open charm channel is that, in leading order, the
PGF-process is the only process for charm production, thus no physical background con-
tributes to the selected data sample.
This thesis presents a measurement of the gluon polarisation 〈∆g/g〉 from the COMPASS
data taken in the years 2002-2004. In the analysis, charm production is tagged through a
reconstructedD0-meson decaying inD0 → K−π+ (and charge conjugates). The recon-
struction is done on a combinatorial basis. The background of wrong track pairs is reduced
using kinematic cuts to the reconstructedD0-candidate and the information on particle
identification from the Ring Imaging Cerenkov counter. In addition, the event sample
is separated intoD0-candidates, where a soft pion from the decay of theD⋆-meson to
a D0-meson, is found, and theD0-candidates without this tag. Due to the small mass
difference betweenD⋆-meson andD0-meson the signal purity of theD⋆-tagged sample
is about 7 times higher than in the untagged sample.
The gluon polarisation〈∆g/g〉 is measured from the event asymmetries for the for the
different spin configurations of the COMPASS target. To improve the statistical precision
of the final results, the events in the final sample are weighted. The use of a signal and
a background weight allows the separation of〈∆g/g〉, and a possible asymmetry in the
combinatorial background.
This method results in an average value of the gluon polarisation in thex-range covered
by the data. For the COMPASS data from 2002-2004, the resulting value of the gluon
polarisation is〈∆g/g〉 = −0.47± 0.44(stat.) ± 0.15(syst.), at an averagex = 0.11+0.11

−0.05
and a scale ofµ2 = 13GeV2. This result points to small or negative values of∆G/G(x)
around a value ofx ∼ 0.1, which could point to a small gluon polarisation in the nu-
cleon. The result is statistically compatible with the existing measurements of〈∆g/g〉 in
the high-pt channel. Compared to these, the open charm measurement has the advantage
of a considerably smaller model dependence.





VII

Zusammenfassung

Ein Hauptziel des COMPASS Experiments am CERN ist die Bestimmungder Gluon-
polarisation im Nukleon,∆G/G. Sie kann aus Doppelspinasymmetrien in der Streuung
von polarisierten Muonen mit einem Strahlimpuls von 160GeV/c an einem polarisierten
LiD-Target bestimmt werden. Durch die Selektion vonPhoton-Gluon-Fusionsereignissen
(PGF) bekommt man Zugriff auf die polarisierte Gluonverteilung im Nukleon. Der PGF-
Prozess kann über Hadronpaare mit hohem Transversalimpulsoder charmhaltigen Hadro-
nen im Endzustand nachgewiesen werden. Der Vorteil der offenen Charmproduktion ist,
dass in führender Ordnung der PGF-Prozess der einzige zur Charmproduktion beitragende
Prozess ist. Untergrund von anderen physikalischen Prozessen tritt in den selektierten
Daten nicht auf.
In dieser Arbeit wird eine Messung der Gluonpolarisation〈∆g/g〉 mit den COMPASS-
Daten der Jahre 2002-2004 vorgestellt. In der Analyse wird die Charmproduktion über
ein rekonstruiertesD0-Meson nachgewiesen, das über den KanalD0 → K−π+ (sowie
den ladungskonjugierten Kanal) zerfällt. Die Rekonstruktion beruht auf der Kombina-
tion aller möglichen Spurpaare. Um den Untergrund von falschen Spurpaaren zu un-
terdrücken, werden Schnitte auf dieD0-Kinematik sowie die Teilchenidentifikation mit
dem „Ring-Imaging-Cerenkov“-Detektor genutzt. Darüber hinaus werden die Spurpaare
in D0-Kandidaten, bei denen ein zusätzliches langsames Pion auseinem D⋆-Zerfall in
ein D0 nachgewiesen werden konnte, und inD0-Kandidaten ohne diesen Nachweis un-
terteilt. Durch den geringen Massenunterschied zwischenD⋆-Meson undD0-Meson ist
die Reinheit des Signals in den Daten mit demD⋆-Nachweis sieben Mal größer als ohne
den Nachweis.
Die Gluonpolarisation〈∆g/g〉 wird aus den Zählratenasymmetrien für die verschiedenen
Spineinstellungen des COMPASS-Targets bestimmt. Um die statistische Signifikanz des
Ergebnisses zu verbessern, werden gewichtete Ereignisse verwendet. Durch die Verwen-
dung von Signal- und Untergrundgewichten kann in der Messung zwischen der Gluonpo-
larisation〈∆g/g〉 und einer möglichen Untergrundasymmetrie unterschieden werden.
Das Ergebnis der Messung ist ein Mittelwert für die Gluonpolarisation in dem von den
Daten abgedecktenx-Bereich. Für die COMPASS-Daten aus den Jahren 2002-2004 ergibt
sich ein Wert von〈∆g/g〉 = −0.47± 0.44(stat.) ± 0.15(syst.) für die Gluonpolarisa-
tion bei einem mittleren Impulsbruchteil vonx = 0.11+0.11

−0.05 und einer harten Skala von
µ2 = 13GeV2. Dieses Ergebnis deutet auf eine kleine oder negative Gluonpolarisation
bei x ungefährx ∼ 0.1 hin, was als Hinweis gedeutet werden könnte, dass die Gluonpo-
larisation im Nukleon insgesamt klein ist. Das Ergebnis iststatistisch mit den präziseren
Messungen über Hadronenpaare mit hohem Transversalimpulskompatibel. Gegenüber
diesen Messungen hat die „open charm“-Messung den Vorteil,erheblich weniger von
Modellen abzuhängen.
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Introduction

Ever since the discovery in the 1960s that protons and neutrons, the constituents of the atomic nu-
clei, were themselves composed particles, their structurewas the subject of intense investigations.
The development of theoretical models describing the nucleon structure and the experimental ef-
forts to measure its compositions are progressing in parallel.
The picture of the nucleon changed from a particle composed of exactly three quarks over the
model of a particle composed of many quarks to the current model, that not only predicts quarks
but also gluons as constituents of the nucleon. The current model, which is based on the quantum-
chromo-dynamics, the quantum field theory of the strong interaction, describes the nucleon as
a composition of a uncountable number of particles. Besides the three valence quarks, that are
needed to explain the baryon number and the electrical and colour charge of the nucleon, the
model predicts a large amount of so-called “sea-quarks” andgluons in the nucleon. The quarks
and gluons are in constant interaction with each other, where the quarks emit gluons and the glu-
ons convert to quark-antiquark pairs. Thus, the nucleon structure cannot be described by a static
picture.
In contrast, the properties of the nucleon such as the electrical charge or the momentum are static
quantities and show no dependence on the exact configurationof the nucleon’s content at a partic-
ular moment. It is therefore impossible to determine the contribution of one individual quark or
gluon to the different properties of the nucleon. Instead, it becomes more interesting to investigate
the contribution of ensembles of constituents, such as “valence quarks” or gluons. This is achieved
through so-called “sum-rules”, that relate individual properties to integrated contributions of en-
sembles of quarks or gluons, called “sums”. These “sums” canbe accessed through measurements
of high-energetic scattering experiments that resolve thesub-structure of nucleons.
This thesis addresses the question of the spin-compositionof the nucleon. The proton spin was
first measured in 1927 (Demison) and its spin quantum number of 1

2
∗ is well established. The

composition of the spin projection,Sz, of the nucleon can be formulated by

Sz =
1
2

=
1
2

∆Σ + ∆G + L .

∗Conventions used in this thesis:

- In this thesis,~ = 1 andc = 1 is used.

- If no explicit indication is given, all references to particles given in this thesis implicitly include the corre-
sponding antiparticles.

1



2 Introduction

where1
2∆Σ and∆G are the sums of the contributions from the spins of quarks andgluons andL

corresponds to the contribution from orbital angular momentum of the nucleon’s constituents. But,
so far, so far no definite answer can be given to questions on the size of these three contributions.
Before the first measurements where performed, it was believed that the contribution from the
quark spins would add up to the full nucleon spin, similarly to the electrical charge. However,
measurements have shown, that the contribution from quarksis not large enough to account for the
entire nucleon spin. At the moment, different experiments are focussing on a precise determination
of the contribution from the gluon spin.
In the past, high-energetic lepton-nucleon collisions have proven to be the most successful probe
for the nucleonic sub-structure. Our current model for the nucleon is essentially build on the results
of many lepton-nucleon scattering experiments. These experiments provide two ways to access
the the gluon contribution in the nucleon. The scaling violation observed in theQ2-dependence of
measured structure functions provided a first access to the role of gluons. A deeper understanding
of the gluon contribution is achieved through measurementsof interactions with a direct participa-
tion of the gluon. The most prominent candidate for such an interaction is the photon-gluon fusion
process. It can be detected through the production of a heavyquark-antiquark pair.
This thesis was performed in the context of the COMPASS† collaboration. Its subject is the de-
termination of the gluon contribution to the nucleon spin from an analysis of polarised lepton-
nucleon scattering data taken in the years 2002-2004. The analysis is based on the detection of
photon-gluon fusion events through the production of charmquarks. This method to access the nu-
cleon structure and more particularly the gluon contribution to the nucleon spin will be presented
in chapter 1. It will be compared to other possibilities to access the gluon contribution.
The next two chapters put a focus on the experimental settingof the measurement. The COM-
PASS collaboration analyses the interactions of a high-energetic muon beam with a fixed target of
polarised nucleons to access their spin structure. In chapter 2, the muon beam and the polarised
target will be introduced, as well as the large multi-purpose detector used to detect the collisions.
Chapter 3 discusses the trigger system to detect interactions between beam muons and target nu-
cleons. This chapter also describes the changes introducedto the trigger system between the years
2004 and 2006.
Chapters 4 and 5 turn to the analysis of the data taken in the years 2002, 2003 and 2004. In chap-
ter 4 the reconstruction of the recorded events is presentedfollowed by a discussion on the stability
of the reconstructed data. Chapter 5 introduces the reconstruction ofD-mesons, which provide the
evidence for the production of charm quarks.
The last two chapters present the measurements obtained with D-mesons that were reconstructed
in the data sets from 2002, 2003 and 2004. Chapter 6 discusses the cross-section forD⋆-meson-
production at the COMPASS experiment and gives a first estimate of this quantity. In chapter 7
the measurement of the gluon polarisation is presented. Thechapter starts with an introduction of
the method of the measurement discussing also the other ingredients needed for the extraction of
the gluon polarisation. In the last section, the result for the gluon polarisation will be given and
compared to other measurements of the gluon polarisation. The thesis is concluded with a short
summary.

†COmonMuonProtonApparatus forStructure andSpectroscopy



Chapter 1

The spin structure of the nucleon

This chapter discusses the possibilities to determine the gluon polarisation in the nucleon and thus
to evaluate the contribution of gluons to the nucleon spin. The subject of this thesis is the mea-
surement of the gluon polarisation through the production of charmed mesons in polarised lepton-
nucleon scattering. Besides the measurement through the so-called “open charm” production, the
gluon polarisation can be accessed by the observed scaling violations in polarised structure func-
tions as well as direct measurements in other channels. These other possibilities to determine the
gluon polarisation will also be discussed in this chapter.
So far, the most successful tool for the investigation of thenucleon structure has been the observa-
tion of inclusive lepton-nucleon scattering and the determination of the structure functions of the
nucleon. This method to probe the content of the nucleon willbe presented in the first section.
In the second section, the inclusive measurements of polarised lepton-nucleon scattering will be
introduced, and its possibilities to access the gluon polarisation will be discussed. The third sec-
tion will present the different methods for direct measurements of the gluon polarisation through
double spin asymmetries and give a brief overview of the existing results. In the last section, the
production of charmed mesons and their detection in the COMPASS experiment will be discussed
in more details.

1.1 The nucleon structure in lepton-nucleon scattering

In lepton-nucleon scattering point-like leptons are used to investigate the structure of nucleons. In
the scattering process, the incoming leptonl interacts with the nucleonn through the exchange
of a virtual photonγ⋆ giving access to the nucleon structure. A schematic view of the process
is given in figure 1.1. From the measured initial and final four-momentak andk′ of the lepton,
different Lorentz-invariant observables can be determined, which are generally used to characterise
the process. The negative four-momentum transfer squaredQ2 is given by

Q2 = −q2 = (k−k′)2 lab≈ −4EE′ sin2 θ
2

, (1.1)

whereE (E′) is the energy of the incoming (outgoing) lepton andθ its scattering angle in the
laboratory system. In the approximation on the right side ofthe equation the mass of the lepton

3



4 Chapter 1 The spin structure of the nucleon

γ

n 

l ( k )

* (   )q

l  ( k )

Figure 1.1: Schematic view of the lepton-nucleon scattering through a single photon ex-
change. The incoming leptonl scatters on the nucleonN through the exchange of a virtual
photonγ⋆. The diagram corresponds to the process in lowest order of perturbative QED
calculations.

is neglected. Besides the momentum transfer, the energy of the exchanged photonν and the
inelasticity of the processy with

y
lab
=

E−E′

E
=

ν
E

(1.2)

are determined from the kinematics of the lepton. To study the nucleon structure, the dependence
of the differential scattering cross-section on these kinematic variables is measured.
The first measurements performed in 1968 [1] showed only a weak dependence onQ2 for the in-
elastic lepton-nucleon scattering cross-section when it is normalised to the Mott cross-section [2].
This observation, which was the manifestation of a phenomenon calledscaling, led to the conclu-
sion, that, instead of scattering on the nucleon as a whole, the lepton is scattered incoherently on
charged, point-like constituents of the nucleon. This discovery opened the way for the develop-
ment of the parton model of the nucleon.
In the parton model [3], the nucleon is pictured as a collection of electrically charged, non-
interacting, point-like constituents. In theinfinite momentum frame, where the nucleon has a
large momentumpn compared to its mass (pn >> Mn), each constituent carries a fractionx of
the nucleons total momentum, wherex is related toQ2 andν by

x =
Q2

2Mnν
. (1.3)

Since in the parton model the virtual photon is absorbed by one of the partons without interference
from the other constituents, the cross-section for the lepton-nucleon scattering is interpreted as the
incoherent sum of the cross-sections for the scattering on all constituent quarks [4]. The lepton-
nucleon scattering process in the parton model is illustrated in figure 1.2. The virtual photon only
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γ

l ( k )

n ( p )

xp

* (   )q

l  ( k )

Figure 1.2: Schematic view of the lepton-nucleon scattering in the parton model. The
virtual photon interacts with one of the constituents of thenucleon. The other constituents
are spectators in the interaction.

interacts with one of the constituents of the nucleon, the others are spectators in the interaction. In
the laboratory frame (proton at rest), the cross-section for the scattering of a lepton on a point-like
constituent carrying the momentum fractionx, the electrical chargeei and spin1

2 is given by [4]

dσ
dy

=
4πα2

em

Q4 2MnE x

(

1− y +
1
2

y2
)

e2
i , (1.4)

whereαem is the coupling constant for electromagnetic interactions. Using this cross section, one
can formulate the cross-section for lepton-nucleon scattering as the sum over the contributions
from the constituents

d2σ
dxdy

=
4πα2

em

Q2

{

1−y
xy

F2(x) + yF1(x)

}

, (1.5)

where the two structure functionsF1(x) andF2(x) correspond to the charge-weighted distributions
of the spin-12 constituents in the nucleon.
In a next step, the electrically charged partons of the nucleon were identified with the quarks used
to explain the quantum numbers of hadron multiplets [6, 7, 8]. Besides their electrical chargeei,
quarks carry a flavour charge, which can beu, d, s, c, b or t, a colour charge and have a spin of
1
2. In the Quark-Parton-Model (QPM), the structure functionsF1 andF2 are interpreted as the sum
over the contributions from the different quark flavours. For this purpose, the quark distribution
function qi(x) is introduced, whereqi(x) corresponds to the number of quarks with flavouri in
the nucleon carrying a momentum betweenxpn and(x+dx)pn. The structure functionsF1(x) and
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Figure 1.3: The proton structure functionF2 measured in electromagnetic scattering of
positrons on protons (collider experiments ZEUS and H1), and for electrons (SLAC) and
muons (BCDMS, E665, NMC) on a fixed target. Statistical and systematic errors added
in quadrature are shown. The data are plotted as a function ofQ2 in bins of fixedx.
Some points have been slightly offset inQ2 for clarity. The vertical scale forF2 has been
adjusted in order to separate the values for different x. Theplot was taken from [5], see
references there for data points.
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F2(x) can then be written as

F1(x) =
1
2∑

i
e2

i qi(x) (1.6)

F2(x) = x∑
i

e2
i qi(x) , (1.7)

where instead of summing over all constituents the summation is done over the different quark
flavours. It has been established, that the dominant contributions to the nucleon structure are
coming from quarks of flavours with light masses, i.e.u, d or s quarks. In the simple model of
non-interacting quarks, the quark distribution only depends onx and not onQ2, which is the ex-
planation for the observed scaling behaviour in early scattering data.
Figure 1.3 shows the existing measurements ofF2 for the proton as a function ofQ2 for a large
range ofx. The data are taken from fixed-target experiments (NMC, BCDMS, E665) as well as
collider experiments, where a lepton beam is scattered off ahigh energetic proton beam (ZEUS,
H1), and cover a remarkable range inx andQ2.
The data points in figure 1.3 show a logarithmic dependence ofthe measured structure function
F2 on Q2, which is in contrast to the expectation from the Quark-Parton-Model. This effect, also
calledscaling violation, can be explained, when considering, thatQ2 is also a measure for the reso-
lution of the measurement. A larger momentum transfer provides the possibility to resolve smaller
distances, or to distinguish between two close particles. This is illustrated in figure 1.4. In this
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Figure 1.4: Illustration of the resolution. While a photon with Q2
1 is scattered on a single

quark, the photon with higherQ2
2 > Q2

1 resolves the quark and the gluon radiated by the
quark.

figure, the photon withQ2
1 is scattered on a single quark, while the photon with higherQ2

2 > Q2
1

resolves the quark and the gluon that was radiated by the quark and, thus, scatters on a quark with
a smaller momentum fraction.
Thus, it is clear, that the interactions of quarks in the nucleon need to be taken into account, when
formulating the Quark-Parton-Model. Quarks carry each a colour charge, which has three different
varieties of colour or anti-colour. Because of the colour charge, quarks are subject to the strong
interaction. As the electromagnetic interaction, the strong interaction is described by a quantum
field theory, the Quantum-Chromo-Dynamics (QCD) with free quark fields and gluons as gauge
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bosons. The gluon mediates the strong interaction couplingto colour charges. A principle differ-
ence between Quantum-Electro-Dynamics (QED) and QCD is, that gluons, unlike photons, carry
also colour charge. Gluons couple therefore not only to quarks but also to gluons. As in any quan-
tum field theory, the coupling strength of the QCD has a scale dependence, which originates in the
interaction of colour charges with the vacuum. Because the QCDhas six individual quark fields
and eight different gauge bosons, theQ2-dependence of strong interactions is much stronger than
for QED and has the opposite sign. For lowQ2, the coupling constantαS is very large and all
quarks are trapped inside bound states, which is also called“confinement”. With increasingQ2,
the coupling strength decreases until quarks can be regarded as quasi-free particles. This effect is
called “asymptotic freedom”.
In nature, quarks and gluons can only be found in bound states. When discussing a high energetic
scattering process, it is therefore not enough to calculatethe hard interaction with the partons par-
ticipating in the scattering. In addition, a description ofthe quark in the nucleon is needed as well
as a formulation of, how the partons produced in the interaction form the bound states in which
they are observed. In most cases, theQ2 of the hard interaction of the scattering process is large
enough to justify a perturbative approach for a calculationin QCD. In these cases, the interaction
is calculated in orders of the coupling strengthαS, which needs to be small enough to permit
the neglect of higher order contributions. This is not the case, when looking at the transition of
asymptotically free quarks to quarks in bound states. This transition, called fragmentation, can
therefore not be calculated perturbatively. Neither can the distribution of quarks in the nucleon
be taken from a perturbative calculation. According to thefactorisation theorem[9], the hard
scattering process can be calculated independently of the fragmentation or the quark distributions.
The quark distributions and fragmentation are determined from existing data. The fragmentation
function is obtained from a phenomenological model, whose parameters are adapted to describe
the data. The quark distribution are described through mathematical functions, whose parameters
are determined through fits to the data. The factorisation theorem states, that the distribution of
quarks in the nucleon and the fragmentation of quarks only depend on the momentum transferQ2

and not on the actual hard scattering process. It is therefore possible, to determine distribution and
fragmentation functions from data of different scatteringprocesses.
The QCD improved parton model takes the strong interaction ofquarks into account. The quark
distributions in the nucleon depend therefore not only onx, but also on the resolution with which
the quarks are observed, leading to aQ2-dependence of the the measured structure functions
F1(x, Q2) andF2(x, Q2) and the quark distributions in the nucleonqi(x, Q2). Equations 1.6 and
1.7 are then rewritten as

F1(x, Q2) =
1
2∑

i
e2

i qi(x, Q2) (1.8)

F2(x, Q2) = x∑
i

e2
i qi(x, Q2) . (1.9)

The quark distributionqi(x,Q2) is now defined as the number of quarks of flavouri in the nucleon
with a momentum betweenxpn and(x+dx)pn when viewed with a resolution determined byQ2

[3]. In addition, in the QCD-improved parton model the nucleon not only consists of quarks, but
also gluons. Since they do not carry electric charge, they donot interact with the photons probing
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the nucleon, and do therefore, in lowest order ofαS, not contribute to the lepton-nucleon cross-
section. But through their interactions with quarks, they influence the quark distribution functions
in the nucleon. To account for the gluons in the nucleon, a gluon distribution functiong(x,Q2) is
introduced.
To compare the measured values ofF1(x, Q2) andF2(x, Q2) at any givenQ2 with the predictions
from the QPM, theQ2-dependence of the parton distribution functions (PDFs) needs to be deter-
mined. This dependence is given through a set of equations, describing how the PDFs change with
Q2. Using these evolution equations the PDFs can be calculatedfor anyQ2 from a set of known
or parametrised PDFs at a givenQ2

0. The most prominent evolution equations are the DGLAP∗

equations [10, 11, 12].
To formulate theQ2-evolution of the PDFs the possible strong interactions of the partons in the
nucleon are considered. Figure 1.5 illustrates these interactions as they are considered in the lea-
ding order DGLAP-evolution. For quarks, the only the radiation of a gluon is considered for the

q(x)

P  (x/u)qq P  (x/u)qg gq gg

g(x)
q(x)

g(u)
q(u−x)

g(u)

g(x)

q(u−x)

P  (x/u) P  (x/u)

g(u−x)g(u−x)

q(u)q(u)

Figure 1.5: The four interactions of partons in the nucleon,that are considered in the
leading order DGLAP-evolution.

leading orderQ2-evolution. In figure 1.5, this interaction is represented by the two graphs on the
left, to show, that it effects the quark and the gluon distribution in the nucleon. The gluons can
radiate a gluon or split into a quark-antiquark pair, which is shown by the remaining two graphs
in figure 1.5. The effect of each of the four processes on the PDFs is described by a splitting
function,Pi, j(

x
u). The splitting function,Pi, j(

x
u), correspond to the probability that a partonj with

the momentum fractionx of the nucleon momentum originates from a partoni with a momentum
fractionu of the nucleon momentum. The splitting functions themselves are calculable in pertur-
bative QCD. The leading order calculation of the splitting functions can be found in [12].
Using these splitting functions, the evolution equation ofan individual quark distribution can be
written as

dqi(x,Q2)

dlnQ2 =
αS

2π

Z 1

x

du
u

[

qi(u,Q2)Pqq(x/u) + g(u,Q2)Pqg(x/u)
]

. (1.10)

One can see, that the change in the quark distribution has onecontribution from the quark splitting
and a second contribution from gluon splitting. This secondcontribution only depends on the

∗Dokshitzer, Gribov, Lipatov, Altarelli, Parisi
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gluon distribution and not on the type of the quark distribution. Therefore, it is useful to regroup
the PDFs from quarks and antiquarks into a singlet and several non-singlet contributions, with

qS(x,Q2) =
nf

∑
i

[qi(x,Q
2)+ q̄i(x,Q

2)] (1.11)

qNS(x,Q2) = ql (x,Q
2)−qm(x,Q2) , (1.12)

wherenf is the number of flavours in the nucleon. The quark distributionsql (x,Q2) andqm(x,Q2)
stand for sums of several quark or antiquark distributions.The only condition put to the non-
singlet distributions is, that the same number of quark and antiquark distributions enterql (x,Q2)
andqm(x,Q2). In this case, the gluon contributions cancel in the evolution equation of the non-
singlet distribution and the evolution becomes independent of the gluon distribution. The three
evolution equations for non-singlet, singlet and gluon distributions are given by

dqNS
i (x,Q2)

dlnQ2 =
αS

2π

Z 1

x

du
u

[

qNS
i (u,Q2)Pqq(x/u)

]

(1.13)

dqS
i (x,Q

2)

dlnQ2 =
αS

2π

Z 1

x

du
u

[

qS
i (u,Q2)Pqq(x/u) + 2nf g(u,Q2)Pqg(x/u)

]

(1.14)

dg(x,Q2)

dlnQ2 =
αS

2π

Z 1

x

du
u

[

qS
i (u,Q2)Pgq(x/u) + g(u,Q2)Pgg(x/u)

]

. (1.15)

The DGLAP equations can be used to extract thex-dependence of the PDFs from the measured
data ofF2 shown in figure 1.3. For this, an initial parametrisation of the PDFs is formulated for a
fixedQ2

0. The parametrised functions are then evolved to the different values ofQ2 of the measured
data points ofF2 using the DGLAP equations. From equation 1.9,F2 can be calculated from the
evolved PDFs and can be compared to the measured value. The free parameters of the original set
of functions are then optimised to minimise the difference between the measurements ofF2 and
the calculated values. In most cases, theF2 measurements from different experiments are fit to-
gether to obtain a large coverage inx andQ2. This makes the fitting procedures more complicated,
because the different experimental and systematic errors from the different measurements have
to be taken into account. Recent analysis of the existing structure function measurements have
been performed by the GRV collaboration [13], the CTEQ [14] collaboration and the MRST [15]
collaboration. Since for higherQ2 the probability of observing a heavy quark in the nucleon can
become non-zero, in some cases the QCD-fits are performed withadditional structure functions
for charm and bottom quarks in the nucleon [16].
To obtain the PDFs for a higher order perturbative calculation, the same fitting procedure is used.
However, the splitting function and the relation between the parton distributions and the structure
functions (see equations 1.8 and 1.9) depend on the order of the perturbative calculation and need
to be adapted. In higher order, more processes contribute tothe lepton-nucleon cross section.
For example the PGF process (see section 1.3.1), where the gluon interacts with the virtual pho-
ton through the exchange of a quark-antiquark pair. To account for these possibilities, the gluon
distribution functiong(x,Q2) also contributes to the structure functionsF1 andF2.
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Scattering plane
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Figure 1.6: Kinematic planes in polarised deep-inelastic lepton-nucleon scattering.

1.2 Inclusive polarised lepton-nucleon scattering

Scattering experiments, where polarised leptons are scattered off a polarised nucleon target, ad-
dress the question of the spin composition of the nucleon. The constituents of the nucleon, quarks
and gluons, both carry spin and can have orbital angular momentum related to their movement
inside the nucleon. The spin of the nucleon is therefore composed by the sum of all quark spins,
the sum of all gluon spins and the sum over the orbital angularmomenta. A sizeable contribution
from all quark spin or all gluon spins is the result of a polarisation of quarks or gluons inside the
nucleon.
Inclusive measurements of polarised deep inelastic scattering processes provide access to the con-
tributions from quark spins and gluon spins. For this the cross-section for the scattering of a
polarised lepton off a polarised nucleon target is evaluated. This cross-section can be separated
into a spin-averaged contribution̄σ, a contribution from longitudinally oriented nucleon spins σ‖
and a contribution from transversely oriented target nucleonsσ⊥ by [17, 18]

d3σ
dxdydφ

=
d3σ̄

dxdydφ
+ Hl cosβ

d3∆σ‖
dxdydφ

− Hl sinβcosφ
d3∆σ⊥
dxdydφ

(1.16)

In this equation the helicity of the incoming leptons is denoted byHl , with Hl = ±1 for left and
right handed particles. The angle between the incoming lepton momentum and the nucleon spin
is 0 ≤ β ≤ π, the second angle entering the equation,φ indicates the azimuthal angle between the
scattering plane and the plane containing the lepton and thenucleon spins, as shown in figure 1.6.
The spin-averaged cross-sectionσ̄ as a function of the two unpolarised structure functionsF1 and
F2 was already given in equation 1.5. In an analogue way, two polarised structure functions,g1
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andg2, can be introduced to the spin-dependent cross-sectionsσ‖ andσ⊥ [18]

d3∆σ‖
dxdydφ

=
4α2

em

Q2

{(

1− y
2
− y2γ2

4

)

g1 −
y
2

γ2g2

}

, (1.17)

d3∆σ⊥
dxdydφ

=
4α2

em

Q2

{

γ

√

1−y− y2γ2

4

(y
2

g1 + g2

)

}

, (1.18)

where the kinematic factorγ2 = Q2/ν2 = 4x2M2/Q2 vanishes forQ2 → ∞.

The spin-dependent structure functions,g1 and g2, are accessed through the differences of the
cross-sections for two opposite spin configurations. Sincethe spin-dependent part of the cross-
section is relatively small compared to the total cross-section, cross-section asymmetries are mea-
sured. In the asymmetries systematic effects related to theabsolute cross-section measurements
cancel, thus facilitating the measurement of small spin-dependent contributions. For the scattering
of a polarised lepton on a polarised target, two cross-section asymmetries can be determined. For
longitudinal target polarisation,A‖ is given by

A‖(x,Q
2;E) =

∆σ‖
σ̄

=
σ

→⇐−σ
→⇒

σ
→⇐ +σ

→⇒
. (1.19)

In the case of transverse target polarisation,A⊥ is

A⊥(x,Q2;E) =
∆σ⊥

σ̄
=

σ
→
⇑ −σ

→
⇓

σ
→
⇑ +σ

→
⇓

. (1.20)

In both cases the arrows→ and⇒ denote the orientation of the spin of lepton and nucleon in the
scattering process. The symbolσ was chosen as a shorthand notation and stands for the differential
cross-sections d3σ/dxdydφ.
The spin-dependent structure functions,g1 andg2, can be experimentally accessed through the
measurement of the photon-nucleon asymmetriesA1 andA2 [18]:

A1(x,Q
2;E) =

σ1/2−σ3/2

σ1/2 +σ3/2
=

g1 − γ2g2

F1
(1.21)

and

A2(x,Q
2;E) =

σTL

σ1/2 +σ3/2
= γ

g1 + g2

F1
. (1.22)

In the above expressionsσ1/2 (σ3/2) stands for the cross-section of the interaction between a pho-
ton with helicity +1 and a nucleon with helicity +1/2 (-1/2) coupling to an angular momentum with
a projection along the photon momentum of 1/2 (3/2). The cross-sectionσTL corresponds to the
interference term for transverse and longitudinal photons.
The photon-nucleon asymmetries are related to the muon-nucleon cross-section asymmetries
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through kinematic factorsη(Q2,y,ν), λ(Q2,y,ν) andξ(Q2,y,ν), which depend on the kinemat-
ics of the photon emission from the lepton, and the depolarisation factor,D(Q2,y) [19]:

A‖ = D (A1 + ηA2) , (1.23)

A⊥ = Dλ (A2 + ξA1) . (1.24)

The expressions forη(Q2,y,ν), λ(Q2,y,ν) andξ(Q2,y,ν) can be found in [18]. The depolarisation
factor,D(Q2,y), stands for the polarisation transfer from the initial lepton to the photon probing
the content of the nucleon. It can be expressed as a function of the kinematics of the lepton-photon
interaction

D =
y

[(

1+γ2y/2
)

(2−y)−2y2m2
µ/Q2

]

y2(1−2m2
µ/Q2)(1+y2)+2(1 + R)(1−y−γ2y2/4)

, (1.25)

whereR is for the ratio of photo-absorption cross-sections for longitudinal and transverse photons
R = σL/σT .
When onlyA‖ is measured, the polarised structure function,g1, can be accessed through

g1 =

[

A‖
D

+ (γ−η)A2

]

F1

(1+γ2)
=

[

A‖
D

+ (γ−η)A2

]

F2

2x(1+R)
. (1.26)

In the kinematic range of the COMPASS experiment, the factorγ− η is small, so the contribu-
tion from A2 can safely be neglected. For experiments with lower energies, whereA2 is larger, a
parametrisation forA2 is used [20]. To determineg1 from measured values ofA‖, corresponding
values ofF2 andR are needed, which are usually parametrised as functions ofx andQ2. The
parametrisations used by COMPASS were established by the SMCcollaboration [21], which per-
formed polarised inclusive scattering measurements with asimilar beam energy than COMPASS.
The structure functiong1 has been measured by different experiments as a function ofx using
the double-spin asymmetries in lepton-nucleon scatteringat different values ofQ2. Depending on
the target material of the experiment, the measured asymmetries give access to the structure of
proton, neutron or deuterons. In the case of the deuteron themeasurement ofg1 corresponds to
the isospin-symmetric structure of nucleons. For measurements ofgN

1 with a deuteron target, only
a correction of the target polarisation is needed, that takes into account theD-wave state of the
deuteron. Measurements of the HERMES collaboration [22] have shown, that in measurements of
g1 the tensor structure of the deuteron can be neglected.
So far, the COMPASS collaboration has collected data on lepton-deuteron scattering during four
years and data on lepton-proton scattering during one year.Of these recorded data, the inclusive
asymmetriesA|| andg1 were determined and published for the years 2002-2004 [23, 24]. The re-
maining data are still being analysed. Besides the COMPASS experiment, inclusive asymmetries
of polarised lepton-nucleon scattering were measured by experiments at SLAC (E142 [25], E143
[26], E154 [27], E155 [28]), CERN (EMC [29], SMC [21, 30]), DESY(HERMES [31, 32]) and
JLAB (HallA [33]). In figure 1.7 the the measurements ofg1 for protons, deuterons and neutrons
are shown as a function ofx.

To extract the polarisation of quarks and gluons in the nucleon from the measured values ofg1, the
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Figure 1.7: The spin-dependent structure functionxg1(x) of the proton,
deuteron, and neutron (from3He target) measured in deep inelastic scat-
tering of polarised electrons/positrons: E142 (Q2 ∼ 0.3− 10GeV2), E143
(Q2 ∼ 0.3− 10GeV2), E154 (Q2 ∼ 1− 17GeV2), E155 (Q2 ∼ 1− 40GeV2),
JLab E99-117 (Q2 ∼ 2.71− 4.83GeV2), HERMES (Q2 ∼ 0.18− 20GeV2),
CLAS (Q2 ∼ 1− 5GeV2) and muons: EMC (Q2 ∼ 1.5− 100GeV2), SMC
(Q2 ∼ 0.01− 100GeV2), COMPASS (Q2 ∼ 0.001− 100GeV2), shown at the
measuredQ2 (except for EMC data given atQ2 = 10.7GeV2 and E155 data given at
Q2 = 5GeV2). Note thatgn

1(x) may also be extracted by taking the difference between
gd

1(x) and gp
1(x), but these values have been omitted in the bottom plot for clarity.

Statistical and systematic errors added in quadrature are shown. The plot was taken from
[5]. Note that all measured points are at differentQ2.
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polarised quark distributionsq+
i (x,Q2) andq−

i (x,Q2) are introduced. The distribution describes
the number of quarks of flavouri, with a momentum fraction betweenx andx + dx and with the
same and opposite helicity as the nucleon. To parametrise the polarised structure functiong1 with
polarised quark distributions the differences∆qi(x,Q2) of the two helicity distributions are used.
They are given by

∆qi(x,Q
2) = q+

i (x,Q2)−q−
i (x,Q2) . (1.27)

The integral of each difference∆qi(x,Q2)

∆Q i =
Z 1

0
∆qi(x)dx (1.28)

is interpreted as the total spin contribution of all quarks of flavour i divided by 1/2. The quark
polarisation can be obtained by dividing∆Q i with the integral over the unpolarised quark distribu-
tion. In the QCD improved QPM, the relation between the polarised structure functiong1(x,Q2)
and the polarised quark distributions is given in leading order by

g1(xQ2) =
1
2 ∑

i
e2

i [∆qi(x,Q
2) + ∆q̄i(x,Q

2)] . (1.29)

From the measured values ofg1(x,Q2), the polarised quark distributions are extracted by perform-
ing a global fit as described for the unpolarised case. However, due to the limited kinematic range
covered by the data, additional constraints are needed for agood convergence of the fit-functions.
Using the flavour decomposition of the first moment ofgp

1, Γ p
1 , one obtains [34]

Γp
1 =

Z 1

0
gp

1(x,Q2)dx (1.30)

=
1
2

[

4
9
(∆U+∆Ū)+

1
9
(∆D+∆D̄)+

1
9
(∆S +∆S̄)

]

. (1.31)

Equation 1.31 can be rearranged into a singlet contribution, ∆Σ, and two non-singlet contributions,
∆A3 and∆A8, to the first moment ofgp

1

Γ p
1 =

1
12

∆A3 +
1
36

∆A8 +
1
9

∆Σ , (1.32)

where

∆A3 = ∆U+∆Ū−∆D−∆D̄ (1.33)

∆A8 = ∆U+∆Ū+∆D+∆D̄−2(∆S +∆S̄) (1.34)

∆Σ = ∆U+∆Ū+∆D+∆D̄+∆S +∆S̄ (1.35)

The values from∆A3 and∆A8 are related to the decay constants of theβ decays in the baryon octet
and have been measured previously [5, 35, 36]. They provide additional constraints, when fitting
the polarised parton distributions to the measurements ofg1. A detailed description of a fitting
procedure and the application of these constraints can alsobe found in [37].
An example for the polarised parton distributions of the proton obtained with a global fit of theg1
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Figure 1.8: Recent analysis of polarised parton distributions of the proton. The distri-
butions are shown forQ2 = 4GeV2. The plot is taken from [38](’BB’). The additional
curves represent the central fits from [39] (’GRSV’) and [40](’AAC’).

data is shown in figure 1.8. The figure shows the fit results fromthree different groups and a band
that indicates the uncertainty of the curves from ’BB’ [38]. The quark distributions obtained from
three different fits are in good agreement. The situation is very different for the polarised gluon
distribution, where much larger uncertainties are observed.
From the polarised quark distributions the total contribution of the quarks to the nucleon spin,
1
2 ∆Σ, can be determined. In [24] this contribution was determined to be

∆Σ(Q2 = 3GeV2) =
Z 1

0
∆qSIdx = 0.30± 0.01(stat.) ± 0.02(evol.) . (1.36)

From this result, which is consistent with the results from previous fits, one can conclude, that the
quarks have a significant polarisation in the nucleon, but the quark spin does not fully explain the
spin of the nucleon. The gluon contribution and orbital angular momenta are therefore essential in
the understanding of the spin composition of nucleon. Thus,a precise determination of the gluon
polarisation is required.
The large uncertainty of the polarised gluon distribution determined through the QCD-fit is related
to the fact, that so far, polarised lepton-nucleon scattering measurements were only performed by
fixed-target experiments. This limits the available range in Q2 andx. The polarised gluon distri-
bution contributes tog1 through theQ2-evolution of the polarised quark distributions. It is mainly
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determined from the slope ofg1 in Q2. Because of the small range ofQ2 of the existing data, this
slope cannot be determined precisely. The gluon polarisation can therefore not be determined very
precisely from a QCD-fit of the existingg1 data. Thus, additional measurements are necessary.

1.3 Measurements of the gluon polarisation

Measurements of the polarised gluon distribution in the nucleon are being performed in polarised
lepton-nucleon scattering and polarised proton-proton collisions. Both measurements are based
on interactions, where a gluon in the nucleon participates in the hard scattering process. This is
achieved through different approaches. This section will present these approaches and discuss
their sensitivity to the gluon polarisation.

1.3.1 Polarised lepton-nucleon scattering

In lepton-nucleon scattering, the dominant contributionsto the cross-section are the quark-parton
model (QPM) process contributing at the orderαem, the QCD-Compton (QCD-C) process con-
tributing at the orderαem

√
αS and the photon-gluon fusion (PGF) contributing atαem

√
αS. The

three processes are illustrated in figures 1.9 and 1.10. In the QPM process, the virtual photon is
absorbed by one of the quarks in the nucleon. In the QCD-C process, the virtual photon is absorbed
by a quark that emitted a gluon immediately before or afterwards. In both processes, only quarks
from the nucleon participate in the interaction. The dominant process involving a gluon from the
nucleon in lepton-nucleon scattering, is the photon-gluonfusion process (PGF). In this process,
the virtual photon emitted by the lepton interacts with a gluon from the nucleon via the production
of a quark-antiquark pair, as shown in figure 1.9.
The gluon polarisation is extracted from the double spin asymmetry for PGF events. This double
spin asymmetry has a similar definition as the inclusive double spin asymmetry,A‖, (see equa-
tion 1.19) with the difference, that it is given by the PGF cross-section. For the COMPASS exper-
iment, where PGF events are observed in muon-nucleon scattering, the asymmetry can be written
as

AµN
PGF =

∆σPGF

σ̄PGF
=

σ
→⇐
PGF−σ

→⇒
PGF

σ
→⇐
PGF +σ

→⇒
PGF

, (1.37)

where the arrows indicate the spin orientations of the muon and the nucleon. According to the
factorisation theorem [41], the polarised and unpolarisedPGF cross-section∆σPGF andσ̄PGF can
be expressed through the two gluon distributions in the nucleong(x, ŝ) and∆g(x, ŝ) and the partonic
cross-section, describing the muon-parton interaction

dσ̄PGF = dσµg
PGF(x, ŝ, . . .)g(x, ŝ) (1.38)

d∆σPGF = d∆σµg
PGF(x, ŝ, . . .)∆g(x, ŝ) , (1.39)

where the variablex stands for the momentum fraction of the nucleon carried by the gluon and ˆs
is the invariant mass of the photon-gluon system. For PGF processes, the invariant mass of the
photon-gluon system, ˆs, is used instead of the momentum transfer to the virtual photon, Q2, to
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Figure 1.9: Illustration of the photon-gluon fusion process, where the virtual photon and
the gluon interact by creating a quark-antiquark pair, which can be detected in the final
state. The hard scale of this process is given by the invariant mass of the photon-gluon
system, ˆs.

describe the scale of the scattering process. This reflects the fact, that the gluon distribution in
the nucleon is probed with ˆs. The invariant mass, ˆs, can be calculated from the four-momenta
of the photonPγ and of the gluonPg using ŝ= (Pγ+Pg)

2. It is also worth mentioning, that for
PGF processes the variablex describing describing the momentum fraction of the nucleon, that is
carried by the gluon participating in the interaction, doesnot correspond to the “Bjorken x”,xBJ,
calculated from the lepton kinematics using equation 1.3.
The PGF asymmetry from equation 1.37 can then be related to the gluon distributions in the nu-
cleong(x, ŝ) and∆g(x, ŝ) through [42]

AµN
PGF =

R

d∆σµg
PGF(x, ŝ, . . .)∆g(x, ŝ)

R

dσµg
PGF(x, ŝ, . . .)g(x, ŝ)

, (1.40)

where the integration is done overx, ŝ and other observables the partonic cross-section depends
on. To relate the measured cross-section asymmetry with thegluon polarisation in the nucleon
∆G/G=

R

∆g(x, ŝ)/
R

g(x, ŝ) the analysing poweraPGF
LL is introduced. It corresponds to the partonic

spin asymmetry for theµg → qq̄ scattering process in PGF and is given by

aPGF
LL =

∆σµg
PGF

σµg
PGF

. (1.41)
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Figure 1.10: Illustration of the QPM process (left) and the QCD-C process (right).

Using the analysing power, equation 1.40 can be simplified

AµN
PGF =

R

d∆σµg
PGF(x, ŝ, . . .)∆g(x, ŝ)

R

dσµg
PGF(x, ŝ, . . .)g(x, ŝ)

(1.42)

=

R

dσµg
PGF(x, ŝ, . . .)g(x, ŝ)aPGF

LL ∆g(x, ŝ)/g(x, ŝ)
R

dσµg
PGF(x, ŝ, . . .)g(x, ŝ)

(1.43)

AµN
PGF = 〈aPGF

LL · ∆g
g
〉 (1.44)

For the measurement of〈∆g
g 〉 it is assumed that

AµN
PGF = 〈aPGF

LL 〉〈∆g
g
〉 , (1.45)

where〈∆g
g 〉 is the average value of∆g/g(x, ŝ, . . .) of the event sample used for the determina-

tion. Thus,〈∆g
g 〉 is only measured in the limited range ofx covered by the data. Without this

assumption, the effects of the partonic asymmetry and the gluon polarisation to the measured PGF
asymmetry could not be disentangled. However, the simplification is only permitted in the case
∆g(x, ŝ)/g(x, ŝ) has a weak or linear dependence onx in the range ofx covered by the data [43]. In
thex-range of the data analysed in this thesis, the existing models describing thex-dependence of
the polarised gluon distribution can reasonably well be approximated by a linear function.

For the scattering of a muon beam with polarisationPµ off a polarised nucleon target with polari-
sationPT , the cross-section asymmetryAµN

PGF is related to the measured asymmetry,Ameas
PGF, by

Ameas
PGF = PµPT f (RPGF AµN

PGF + (1−RPGF)AB) , (1.46)
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where the dilution factorf indicates the fraction of polarised nucleons in the target.The asymme-
try is determined from an event sample, selected with an enhanced fraction of PGF-eventsRPGF.
For the case, whereRPGF < 1, a possible asymmetry of the background eventsAB has to be taken
into account.
In COMPASS, two channels are used to enhance PGF events. In the“open charm” channel, PGF
events are identified by a charm quark in the final state. The leading order process for charm quark
production is PGF, since charm quarks are not constituents of the nucleon and their production
through the fragmentation process is strongly suppressed by their large mass. By requiring aD-
meson, containing a charm quark, in the final state, a sample of PGF-events can be selected, where
no second production process contributes. The challenge inthis channel is to select a sample of
D-mesons with as little combinatorial background from the reconstruction procedure as possible.
In the “high-pt” analysis, a pair of hadrons with high transverse momenta isused to tag the PGF-
events. This event signature is not unique for PGF processes. Besides PGF also the QPM and the
QCD-C process can produce two hadrons with high transverse momenta. In addition, in photo-
production events, where a quasi-real photon (Q2 ≈ 0GeV2) is exchanged, resolved photon pro-
cesses, where the photon fluctuates into aqq̄ pair before interacting with the gluon, have to be
considered. The fraction of PGF-events is enhanced throughcuts on the transverse momenta of
the two hadrons, as well as the sum of the two transverse momenta squaredp2

t 1 + p2
t 2. To extract

〈∆g
g 〉 from an event sample with high-pt hadrons, the relative event fractions of the different pro-

cesses have to be determined. This is done using events generated in Monte Carlo simulations.
The high-pt channel is not limited by the available event statistics. Instead the measurement is
strongly model dependent, since it relies on information from Monte Carlo simulations to deter-
mine the relative contributions from the different processes.
The COMPASS experiment was the first experiment to publish a measurement of〈∆g

g 〉 from the
open charm channel in lepton-nucleon scattering [44]. In the high-pt channel, measurements of
〈∆g

g 〉 have been published by the COMPASS collaboration [45], the SMC collaboration [46] and
HERMES collaboration [47]. All three measurements agree within their precision, but on the ba-
sis of these measurements the polarised gluon distributioncannot be determined. It is however to
be expected, that the significance of the results from the data taken in COMPASS until 2007 will
make a distinction between different solutions for the gluon polarisation possible.

1.3.2 Polarised proton-proton scattering

Since the year 2000 a high energy proton-proton collider with polarised proton beams, called RHIC
[48], is in operation at the Brookhaven National Laboratory.It offers the possibility to study the
interaction of polarised protons at a centre-of-mass energy of 200GeV.
In proton-proton collisions several processes involving gluons from the nucleon are available, how-
ever, they do not have unique event signatures. The processes studied to measure the gluon polar-
isation are shown in figure 1.11. The most prominent process for the measurement of the gluon
polarisation is the prompt-photon production, shown in theupper left diagram. In this process the
interaction of a quark from one proton with the gluon from theother proton is coupled to a photon
emission. The photon provides a direct probe of the hard subprocess, since unlike the quarks and
gluons it can be directly observed in the detector.
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Figure 1.11: Proton-proton scattering processes where a gluon participates in the hard
interaction. Upper left: prompt photon production, upper right: heavy-flavour production,
lower left and lower right: jet or hadron production

The other three processes consist of parton-parton scattering events, where at least one parton is
a gluon. The resulting quarks or gluons can be observed either as high energetic hadrons in the
final state or in the form of jets. This makes the distinction of processes, where one gluon, two
gluons or no gluons participated in the hard scattering difficult. One possibility for this distinction
would be the detection of heavy quark production (upper right plot). Similar to the lepton-nucleon
scattering, the dominant process for heavy quark production is gluon-gluon scattering, so heavy
quarks can be used to select events where two gluons participated in the interaction. However, this
channel is limited in statistics due to the requirements of charm production and detection.
Light quarks in the final state can be produced in quark-quark, quark-gluon or gluon-gluon scat-
tering. It is, a priori, not possible to distinguish betweenthe underlying scattering processes.
Therefore all events are used for the asymmetry measurements. The separation of the contribu-
tions from the three different processes is done using a Monte-Carlo model. For this the data are
divided into several bins of the transverse momentum of the observed hadron or jet. For each bin,
the contribution from the gluon-gluon, the quark-gluon andthe quark-quark process can be deter-
mined. Since the relative strengths of the three processes change as a function of the transverse
momentum, the contributions of the three production mechanisms can be disentangled.
The measurement of the gluon polarisation follows the same principle as in lepton-nucleon scat-
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Figure 1.12: Measured proton-proton asymmetryALL from inclusive jet production [49]
(right) and inclusiveπ0 production [50] (left) as a function ofpt . The measurements are
compared to the expectations for different gluon polarisations.

tering. From a preselected event sample, where the fractionof events with gluons in the hard
interaction was enhanced through the selection cuts, the longitudinal cross-section asymmetry
ALL = ∆σ/σ is determined. When looking at a processa + b → c + X, wherea andb are partons
in the initial state,c in the final state, the spin-dependent cross-section of thep pscattering process
∆σ can be decomposed to [34]

d∆σ = ∑
a,b,c

∆ fa ⊗ ∆ fb ⊗ d∆σ̂c
a,b⊗Dh

c , (1.47)

where∆ fi is the polarised parton distribution function of partoni, ∆σ̂c
a,b the spin-dependent par-

tonic cross-section andDh
c the fragmentation function for partonc to a the hadron or jeth through

which it is observed. In the case, where the helicity of the hadrons in the final state is not observed,
theDh

c corresponds to the spin-independent fragmentation function and cancels in the asymmetry.
The determination of the polarised parton distributions from the measured asymmetries then re-
quires the knowledge of the spin-dependent partonic cross-sections.
One can see from equation 1.47 that in the case where both initial partons are gluons, the asym-
metry is proportional to(〈∆g/g〉)2. In this case, the sign of the gluon polarisation cannot be
determined. The processes with two initial gluons contribute to the heavy flavour production and
to the jet and hadron production.
The extraction of the gluon polarisation from the measured asymmetries is done in several steps.
From a Monte-Carlo simulation the event fractions of the different production mechanisms are
determined as a function ofpt . The partonic asymmetries of the contributing processes are also
calculated as a function ofpt . Using the partonic asymmetries, it is therefore possible to calculate
the expected longitudinal proton-proton asymmetries as a function of pt for different models of
the polarised gluon distribution. The comparison of the calculated values and the measurements
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allow a conclusion about the gluon polarisation in the proton. This is shown in figure 1.12, where
the measured asymmetries from inclusive jet production (right) and inclusiveπ0 production are
shown as a function ofpt . The figures also show different curves corresponding to different gluon
polarisations. One can see, that these measurements preferlow or negative gluon polarisations for
the kinematic ranges of the measurements.
At RHIC, the PHENIX and the STAR collaboration are working on the determination of〈∆g

g 〉
from high energeticp p collisions. They have so far published results fromπ0 and jet production
[51, 52, 49, 50] (see also figure 1.12). As for these measurements the contributions of the different
underlying scattering processes need to be very well understood, the first publications from both
collaborations discussed the unpolarised cross-sectionsand their agreement with next-to-leading
order calculations [53, 54, 55].
Results from the cleaner heavy flavour and prompt-photon production channels are not published
yet. These channels require more statistics for an extraction of 〈∆g

g 〉 . The comparison of the
published results with the different theoretical predictions give a similar picture as for the high-pt

channel. At the moment no definitive conclusion about the gluon polarisation can be drawn, but it
is clear that, when more data are available, the measured asymmetries allow a determination of the
polarised gluon distribution in the proton [56] using the results on the polarised quark distributions
from inclusive lepton-nucleon measurements.

1.4 Open Charm production in COMPASS

This section discusses the production and the detection of charm quarks in the kinematic regime
of the COMPASS experiment. The first part of this section is dedicated to a discussion of the ex-
clusiveness of the open charm production via photon-gluon fusion. The second part of this section
will then examine the possibilities for charm detection in more details.

The measurement of the gluon polarisation from open charm production in COMPASS makes use
of two advantages of heavy quarks with respect to lighter quarks. As mentioned above, heavy
quarks can only be produced in the hard scattering process. They are too heavy for production
during the fragmentation of lighter quarks. Thus, unlike lighter quarks, a heavy quark can be di-
rectly identified as a quark from the hard scattering process. In addition, due to the heavy mass,
the charm quarks preserve most of their initial momentum during the fragmentation process. The
observed kinematics of the charmed meson can therefore be related to the parton kinematics.
The dominant process for charm production in lepton-nucleon scattering is the photon-gluon fu-
sion process, shown in figure 1.9. A second conceivable process with a charm quark in the final
state, would be a QPM process (see figure 1.10) with a intrinsic charm quark in the nucleon. This
process is however strongly suppressed, as shown in figure 1.13. It displays the measurement of
the structure functionFcc

2 (xBJ) for charm production from muon-nucleon scattering at threedif-
ferent photon energiesν, which are comparable to the photon energies in COMPASS. The data
are compared to curves showing the expectations ofFcc

2 from PGF and intrinsic charm. The data
points agree with the PGF production mechanism of the observed charm quarks. For this diagram,
the difference between the variablexBJ calculated from the muon kinematics through equation 1.3



24 Chapter 1 The spin structure of the nucleon

0 0.5
x

F
2c

0.01

0.002

ΛCD, norm 0.45%
γ-g fusion
Intr. charm 0.7%

ν=53

0 0.5
x

ν=95

0 0.5
x

ν=168

Figure 1.13: Measurements ofFc
2 by the EMC collaboration [57] compared to the

expected distributions of charm production in PGF and from intrinsic charm in NLO
[58, 59]. This plot was taken from [58].

and thex, which is describes the momentum fraction of the nucleon carried by the parton, should
be remembered. The data points are shown for different values of xBJ, which is only for the QPM
process, the same asx. For the PGF process, the actual momentum fraction carried by the gluon
has larger values than thexBJ that is shown in the plots.
A second background contribution in a sample, where charm production was detected, could be
“resolved-photon” processes. In the resolved-photon processes, the photon emitted by the muon
fluctuates into a quark-antiquark pair before interacting with one of the gluons from the nucleon.
Resolved photons appear mostly in interactions withQ2 ≈ 0GeV2. At larger values ofQ2 their
contribution is suppressed. For a measurement of the gluon polarisation in the nucleon, a large
contribution from resolved-photon processes is problematic, because the quark polarisations in the
photon could introduce a background asymmetry. Several studies [60, 61] have shown, that the
resolved photon contribution to charm production is expected to be below 1% in COMPASS kine-
matics and can therefore be neglected.
Thus, the photon-gluon fusion process is not only the dominant process for charm production
in leading, but all other processes can be neglected. Figure1.14 shows the estimated charm-
production cross-section through photo-production processes as a function of the photon-nucleon
centre-of-mass energyW [62]. One can clearly see the steep rise in the cross-sectionat values of
W < 10GeV. This threshold is related to the fact, that a minimum energy ofŝ = 4m2

c = 9GeV2

is needed in the photon-gluon system to produce the two charmquarks. For the 160GeVmuon en-
ergy used in COMPASS, the energy range for the photons is approximately 30< ν < 130GeV.
This corresponds to an averageW around 15GeV, which is similar to the values ofW of the
fixed-target experiments shown in the diagram. The values ofW are above the threshold for the
production of a charmed quark-antiquark pair through the PGF process.

Besides the unambiguous production process, heavy quarks have the advantage, that they carry
information about the hard scattering process, where they were produced. In the case where both
charm quarks from the PGF process are detected, it would be possible to determine ˆs, the invariant
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surements from fixed target experiments. The solid line represents the central prediction
of NLO calculations. The shaded band represents the theoretical uncertainties coming
from varying this scale in the range. This plot was taken from[62]

mass of the photon-gluon interaction. From ˆs the momentum fraction of the nucleon carried by
the gluon can directly be calculated. Thus, charm quarks provide a unique possibility to access the
properties of the gluons in the nucleon. Unfortunately, in COMPASS the probability to observe
both charm quarks from the PGF-process is very low and the event samples with two detected
charm quarks are by far too small for an asymmetry determination. The gluon polarisation is
therefore measured from events, where only one charm quark was detected. It is therefore impor-
tant to detect this charm quark in such a way, that the four-momentum of the charm quark can
be reconstructed. For the extraction of the gluon polarisation, the partonic photon-gluon asym-
metry has to be calculated. This asymmetry is a function of the kinematics of the photon-gluon
system and can be expressed by the Mandelstam variables of the photon-gluon interaction ˆs, t̂ and
û, which can be approximated, when the four-momentum of one charm quark is known. For such
an approximation, also the event variable, such asQ2 or y, are used as well as theD-meson four-
momentum.
In many experiments charm quarks are detected either through the secondary vertex of their decay
or through a lepton produced in a semi-leptonic decay channels. For the analysis presented here,
neither method can be applied. Secondary vertices from charm decays are excluded, because due
to the thick solid state target they cannot be resolved. The semi-leptonic decays of charm quarks
are not considered, because in this channel the momentum of the charm quark cannot be fully
reconstructed. Charm quarks are therefore only detected through their fragmentation into charmed
mesons. At COMPASS energies, the meson most frequently produced in the fragmentation of a
charm quark is theD0-meson. About 55% of the charm quarks fragment into aD0-meson [63],
the other hadrons produced in charm fragmentation are theD± (23%), D±

s (10%) andΛ±
C (7.6%).

This means, that for every PGF-event in COMPASS at least oneD0-meson is expected. About half
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of theseD0-mesons are produced in the decay of aD⋆±-meson [63]. During the fragmentation pro-
cess, about 80% of the initial momentum of the charm quark is transferred to theD-mesons, which
leads to a very good correlation between theD-meson and the charm momentum. Thus, from the
D-meson momentum the kinematics of the initial scattering process can be approximated.
The charmed mesons are detected through their hadronic decay channels. These decays are es-
sentially weak decays, where the charm quark is transformedinto a strange quark and a kaon is
produced. For example, in(53± 4%) of D0-decays a charged kaon, in(42± 5%) a neutral kaon
is produced [5]. Thus, for a successful analysis of open charm production from PGF processes,
a detector for particle identification of great importance.For this reason COMPASS is equipped
with a Ring-Imaging Cerenkov detector providing the distinction between pions and kaons.
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The COMPASS Experiment

The COMPASS experiment is located in the north area experimental zone of the SPS∗ accelerator
at CERN. It is designed to observe interactions between high energetic muons or hadrons with
nucleons in a fixed target. A two stage spectrometer is used todetect and measure all particles
produced in the scattering processes. As the COMPASS collaboration pursues different physics
programmes, the exact setup of the experiment depends on theactual ongoing measurement.
This chapter is dedicated to the description of the experimental set-up used in the measurement
of the gluon-polarisation in the years 2002-2004. The polarised beam and the polarised target
play an essential role in this measurement. They will be introduced in sections 2.1 and 2.2. The
following sections will present the detectors used to measure and identify the particles produced in
the interactions. A particular emphasis is given to the RICH detector, since its information about
the particles identity is vital in the detection of charmed mesons. The data acquisition system used
to collect the data from the spectrometer will be shortly described in section 2.5. The last section
of this chapter will give a short overview over the changes introduced to the spectrometer between
2004 and 2006.
The description of the experimental set-up in this chapter puts a focus on the detector systems
of interest for the measurement presented here. A detailed description of all components in the
COMPASS experiment can be found in [64].

2.1 The Muon Beam

The COMPASS experiment uses theµ+-beam provided by the CERN muon beam-line M2 [65].
This beam-line uses protons from the SPS accelerator. The 400GeV proton beam produced in
SPS is directed on a 500mm thick Beryllium target, shown as “T6” in figure 2.1. In the interaction
between the primary protons and the target material high energetic hadrons are produced. A sys-
tem of acceptance quadrupoles and dipoles (“B1-B3”) selects pions within a momentum band of
up to 225GeV. These pions are led into a 600m long decay tunnelcontaining an array of focusing
and defocusing magnet (FODO) for a better focusing of the beam. After travelling this distance, a
fraction of the pions will have decayed through the parity violating weak decay into a muon and a

∗Super Proton Synchrotron
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Figure 2.1: The set-up of the M2 beam-line. T6 stands for the beryllium target used to
produce the secondary hadron beam, the bending magnets guiding the beam on the COM-
PASS target are marked with triangles. For the hadron physics programme the hadron
absorber between B4 and B5 is removed.

µ-neutrino. A hadron absorber system at the end of the tunnel absorbs undecayed hadrons, while
the muons penetrate its material. The SPS accelerator system is situated about 20m under ground.
Hence, two systems of deflecting magnets are needed to directthe beam onto the COMPASS target
located at ground level. The first system (“B4, B5”), surrounding the hadron absorbers, directs the
beam upwards towards the surface. The second set of magnets (“B6 - B9”) guides the beam par-
allel to the surface and onto the target. At the same time, thetwo systems of bending magnets are
also used to select the momentum of the muon beam. For this selection a relative precision of 5%
can be achieved. For a more precise determination of the incoming muon momentum the second
dipole system is also used to measure the momentum of the incoming beam particle. During the
years 2002 - 2004, the different dipoles of the M2 beam-line were set to provide a muon beam of
160GeV±5%.

The profile of the muon beam arriving on the target is shown in figure 2.2. The principle beam
component, indicated by the shaded area in figure 2.2, is surrounded by an intense halo. This halo
consists of muons with not only a different trajectory but inmost cases different momenta than
the principle beam component. As seen in figure 2.2, most halomuons can be found in the “near
halo”, covering an area of up to 30cm around the principle beam component. The “far halo” con-
sisting of significantly less particles extends over a much larger surface and covers the sensitive
areas of all detector components in the COMPASS spectrometer. A veto system installed before
the COMPASS target is used to distinguish between interactions of the principle beam component
and beam halo.

The muons of the M2 beam-line are naturally polarised due to their production in the parity vi-
olating weak decay of pionsπ+ −→ µ+ νµ

L. The conservation of momentum and spin in the
pion rest frame requires the decay muons to have negative helicity, i.e. the muon spin compo-
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Figure 2.2: Horizontal profile at the target centre for incoming particles obtained with
a random trigger. The shaded area corresponds to particles passing through both target
cells.

nent parallel to the momentum is negative. Since for muons the helicity is not conserved under
Lorentz-transformations, not all muons have negative helicity in the laboratory frame. The fraction
of muons with negative helicity corresponding to the beam polarisation,Pµ, depends on the ratio
of the energies of pions,Eπ, and muons,Eµ. It can be calculated using

Pµ =
−m2

π+(1−2Eπ/Eµ)m2
µ

m2
π−m2

µ
(2.1)

For the so-called muon programme, a beam momentum of 160GeV was chosen. With this muon
momentum an average beam polarisation of(−80± 4)% was achieved in 2004, where a pion
beam energy of 172GeV was used. In 2002 and 2003, a pion energyof 177GeV was selected
leading to an average beam polarisation of(−76± 4)% for the same muon energy.

Since the beam optics allow for a spread of up to 5% of the muon momentum, a measurement of
the incoming beam particle is needed. This is achieved with the beam momentum station (BMS). It
consists of six detectors that are placed before and after the system of bending magnets providing
the horizontal direction in front of the target (B6 in figure 2.1). The three dipoles provide a total
deflection by 30mrad. In combination with the BMS, they also function as spectrometer magnets
and are used for a momentum determination. Four BMS detectorsare scintillator hodoscopes with
64 horizontal strips, which have a width of 5mm each. They arecomplemented by two scintillating
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fibre hodoscopes with 64 and 128 channels. All detectors are read out with photo-multiplier tubes
leading to a very high time resolution of 300ps. The sizes of the different BMS detectors are
adapted to the beam cross sections at the different positions. By measuring in the 6 BMS detectors
the position in the bending plane of dipoles, the momentum ofeach incoming beam muon can be
determined.

The data taking in COMPASS is organised along the time structures given by the SPS. The proton
beam from the SPS is structured into spills. For the durationof a spill, the beam particles enter
the experiment continuously. A spill lasts typically 4.8s and it is repeated every 14.8s. During
normal beam operation, the proton intensity on the beryllium target “T6” is in the order of∼ 1013

particles. With this proton intensity, a muon intensity of about 2·108 muons on the COMPASS
target is achieved with the 500mm thick beryllium target.
A second time structure coming from the SPS operation are thedata taking periods. Each data
taking period corresponds to several days of continuous data taking. In most cases, the data taking
periods are defined by the SPS schedule, which foresees interruptions in the SPS operation once
per week. For stability reasons, all asymmetry measurements in COMPASS are performed for
each data taking period separately.

2.2 The Polarised Target

For a precise measurement of cross-section asymmetries, a high rate of polarised scattering events
is needed. Because of the low cross-section of muon-nucleon interactions and the limitations in
the intensity of the muon beam, the nucleon target was designed to obtain a high luminosity. This
is achieved using a thick target of solid state material providing a high material density. The tar-
get is organised in two target cells of 60cm each, which are oppositely polarised. This allows a
simultaneous measurement of interactions with both nucleon spin directions.
Besides the high interaction rate, it is important for a good asymmetry measurement to have a large
fraction of polarisable material and a high polarisation ofthe target material. Both quantities scale
directly with the inverse of the statistical error, while the number of detected events enters the pre-
cision of the measurement with a square-root. The target material was therefore chosen for a large
maximum polarisation and a large dilution factor, indicating the amount of polarisable material.
In the years 2002-20046LiD was used as a target material. It has a high dilution factor, because
not only the deuteron can be polarised. The Lithium nucleus basically consists of an unpolarisable
Helium core and a deuteron. Thus, the total fraction of polarisable nuclei in6LiD is around 40%.
Figure 2.3 gives a schematic view of the different components needed for the operation of a po-
larised target. In the following a short introduction to thetarget operation will be given. A detailed
description can be found in [66].
For the measurements with polarised nucleons, the two target cells are installed inside a system
of two magnets. The solenoid magnet holds a longitudinal field leading to a longitudinal polarisa-
tion of the nucleons. In addition, a dipole magnet is used fora transverse spin orientation of the
target nucleons. During the actual polarisation process only the field of the solenoid is used. To
obtain a good polarisation, the solenoid generates a field of2.5T with a homogeneity of better than
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Figure 2.3: Schematic view of the COMPASS target system.

2 ± 10−5. The field of the dipole magnet is 0.5T, which is sufficient to hold the polarisation of
the already polarised nucleons. Only after the target material was polarised, the spins of the target
nucleons are rotated into the direction needed for the measurement by changing the direction of the
net magnetic field using a super-composition of the solenoidand the dipole fields. This procedure
is also used to inverse the longitudinal spin orientations.
The polarisation of the target material is achieved with themethod of dynamic nuclear polarisa-
tion [67]. For this, electrons are injected into the target material during its production. During
operation, target material is kept at very low temperaturesin a strong magnetic field of 2.5T. In
this environment the free electrons are polarised to about 96%, while the deuteron nuclei have a
natural polarisation of 0.052%. The high polarisation of the electrons is transferredto the nucle-
ons through microwave irradiation of a suitable frequency close to the spin resonance frequency
of the electrons. The microwaves incite a coupled spin-flip of a nucleon and an electron. While
the electron spin flips back almost instantaneously, the nucleon spin remains in the new state for
a longer time. This process continues for as long as there arenucleons whose spins are pointing
in the same direction as the electron spins. However, as moreand more nucleons have opposite
spin directions, the increase of polarisation will slow down. Once the desired polarisation has been
achieved, the spin configuration can be “frozen” by cooling the target to 50mK.
The degree of polarisation of the target material is measured through a system of NMR coils.
Around each cell up to five individual coils are installed. Since only a part of the target volume is
monitored through the NMR coils, the polarisation in the remaining volume is extrapolated from
the measured values.
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The operation of the polarised target requires extremely low temperatures. They are provided by
a dilution refrigerator, in whose mixing chamber the two target cells are installed. The dilution
refrigerator uses the mixing properties of liquid3He and4He. When cooling a mixture of the two
Helium isotopes below a critical temperature of 0.86K the mixture will develop two phases, which
differ in the concentration of3He in the liquid4He. The cooling mechanism is based on a phase
transition between the phase with a high concentration of3He to the other phase. For this phase
transition additional energy is required. Thus, by forcingthis transition to take place continuously,
the mixture of3He and4He can be cooled down to temperatures as low as 50mK. At these temper-
atures, the relaxation time of the nucleon spin is several months, which explains the name “frozen
spin mode” for the target operation at this temperature.

2.3 The Spectrometer

The layout of the COMPASS spectrometer is shown in figure 2.4. It is organised in two spectrome-
ter stages combining a high momentum resolution with high angular acceptance. The large angle
spectrometer (LAS), immediately after the target, detectsparticles that are scattered at large an-
gles of up to 180mrad. The small angle spectrometer (SAS) is used for fast particles with angles
smaller than 30mrad. Both spectrometers are equipped with detectors for track measurements.
The two spectrometer magnets, SM1 and SM2, are used for the momentum determination. The
magnet in the first spectrometer, SM1, has an integrated field-strength of 1.0Tm. In the second
spectrometer, SM2, is used for the measurement of higher momenta and has therefore a higher
field-strength of 4.4Tm.
The fixed-target geometry of the spectrometer entails a large gradient of the particle rates in the
plane perpendicular to the beam direction. This gradient isreflected in the choice of tracking de-
tectors covering the different segments of this plane. For detectors in regions with high particle
rates, high spacial and temporal resolution are needed besides the ability to operate under high
particle fluxes. At larger distances from the beam, the requirements on the resolution become less
important than the need to cover large surfaces. As a result,many different technologies are used
for the tracking detectors.
In the beam region, tracking detectors are exposed to very high particle rates. In this region, detec-
tors are used to measure the beam and to detect particles thatare scattered at very small angles with
respect to the beam. These detectors require good time-resolution and short dead-time because of
the high rates they have to withstand. In COMPASS, this is achieved with 8 scintillating fibre
hodoscopes placed over the full length of the spectrometer.These hodoscopes consist of stacks
of scintillating fibres, that are read out through photo-multiplier tubes. The distance between two
channels lies between 0.4cm and 0.7cm leading to an overall resolution of the measured position
of 130µm to 210µm.
In addition, in the zone before the target three stations of silicon micro-strip detectors are used to
measure the position of the incoming beam particles with a resolution of about 15µm. Because of
their relatively bad time resolution, they are combined with two scintillating fibre hodoscopes to
the so-called beam telescope. The position of the incoming beam particle measured by the beam
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Figure 2.4: Schematic view of the COMPASS spectrometer.

telescope has such a high resolution, that it determines thetwo transverse coordinatesX,Y † of the
measured interaction vertex.
TheZ-coordinate of the interaction vertex is determined from the crossing of the beam-trajectory
and the trajectory of outgoing particles. To obtain a good track resolution for the outgoing tracks,
12 micro-mesh gas detectors (“Micromegas”) are placed immediately behind the target. These
gas detectors use a micro-strip read-out, with which a spatial resolution of 90µm was achieved.
The technological speciality of the Micromegas is a micro-mesh that divides the gas volume of the
detector into two regions. In the larger conversion region,the space charge induced by a passing
particle is collected. In the only 100µm thick amplification region, this charge is amplified using
a very high potential. The micro-mesh limits the amplification process to the region close to the
anode, which ensures a fast evacuation of positive ions. In combination with the high granularity
of the detector, this results in a high rate capability and animproved time-resolution of around
9ns. The active area of the detectors is 40× 40cm2 with a central hole of 5× 5cm2. Together
with scintillating fibre stations covering their central hole, the Micromegas can be used to detect
all outgoing particles up to angles of 70mrad.
At larger distances from the target, GEM detectors are used to cover the area of up to 20cm around
the beam-line. These detectors use a different technology to limit the electron amplification to a

†In COMPASS, a right handed coordinate system is used. TheZ-direction of this system is given by the horizontal
direction of the beam at the position of target, theX-axis is the horizontal direction, theY-axis the vertical direction
in the plane transverse to the beam. The origin of the coordinate system lies in the COMPASS target.
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very confined region with a strong electric field. The amplification region of the GEM detectors
are small holes in copper-coated Capton foils. Across the foils, a potential difference is applied.
Inside the holes, the strong electric field multiplies the charges by up to a factor 20. Each detector
uses a stack of three foils to guarantee a safe and stable operation. The read-out of the electric
signal is done via anode strips, providing a spacial resolution of 50µm and a time resolution of
around 12ns.
To cover the angular acceptance of 180mrad, larger area tracking detectors are used. To this class
of detectors belong multi-wire proportional chambers, drift chambers and straw drift tubes. All
of these detectors detect crossing particles by collectingthe electrons from ionisation on signal
wires. The read-out electronic records the time of the arrival of the signal on the wire, thus mea-
suring the drift time of the electrons in the detector. This allows a spacial resolution that is better
than the resolution obtained from the wire spacings. The time resolution of the measurement is
therefore directly related to the spacial resolution. The use of these detectors is possible, because
in the outer regions of the spectrometer the detectors are not exposed to high particle rates. To
ensure their safe operation, the large area tracking detectors have holes around the centre where
the particle flux becomes too high.
Each of the two spectrometer stages is equipped with a calorimeter system. Before 2006, the sys-
tem in the large angle spectrometer consisted of only a hadronic calorimeter (HCAL1), while in
the small angle spectrometer an electromagnetic calorimeter (ECAL2) and a hadronic calorimeter
(HCAL2) were installed. The hadronic calorimeters absorb the incident hadrons and measure the
deposited energy. They are build as sampling calorimeters,consisting of several layers of iron and
scintillating material. Inelastic reactions in the iron plates cause a cascade of secondary particles.
The secondary particles are detected through the radiationof photons in the scintillator layers of
the calorimeter. The photons are are detected by photo-multipliers and converted to electronic sig-
nals. The integral of all light signals is a measure of the energy deposited in the calorimeter. The
quick response of the scintillators in the hadron calorimeter makes it suitable as an energy trigger
signal for the spectrometer.
The electromagnetic calorimeter ECAL2 in the second spectrometer is a homogeneous lead glass
calorimeter, where the energy deposition and detection occur in the same medium. The electro-
magnetic shower is produced in the interaction between the incoming particle and the heavy nuclei
of the lead glass. The shower electrons are detected throughtheir emission of Cerenkov light. The
light produced in the lead glass modules is converted to electronic signals by photo-multipliers.
Behind the two calorimeter systems so-called “Muon Walls” are used to unambiguously identify
muons in the spectrometer. These detectors take advantage of the fact, that muons, unlike hadrons,
penetrate large amounts of material before being stopped. To identify muons by this character-
istics, the two Muon Walls consist of a combination of tracking detectors and hadron absorbers.
In the large angle spectrometer, Muon Wall 1 has two trackingstations separated by a 60cm
iron absorber. Each detector stations consists of four layers of mini drift tubes covering an area
400× 200cm2. Muon Wall 2 in the second spectrometer has a 2.4m thick concrete absorber,
which is placed directly behind HCAL2. Behind the absorber, two stations with each six layers of
steel drift tubes covering an area 447× 202cm2 are installed. In the beam region, these detectors
have a whole of 100× 80cm2 which is covered by multi-wire proportional chambers.
In COMPASS, more than 300 tracking planes are installed in thetwo spectrometers. They are
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arranged in different detector stations with at least two different wire-orientations. Besides theX
andY orientation with vertical and horizontal read-out wires, inclined planesU andV are used,
where the wires have a angle between 5◦ and 45◦ with the horizontal and vertical directions. The
inclined planes are needed to resolve ambiguities caused bytwo or more particles crossing the
same detector plane. Many detector stations have thereforeplanes with at least three different
orientations. In addition, on many stations more than one detector plane is used with the same
orientation. Through this arrangement of more than one tracking plane at the sameZ-position, the
redundancy in the tracking system is ensured.

2.4 The Ring Imaging Cerenkov Detector

The Ring Imaging Cerenkov Detector [68, 69] is used to separatethe outgoing hadrons into pions,
kaons and protons. It is placed behind SM1 and covers the fullangular acceptance of the first
spectrometer. Its main component is a large gas vessel with avolume of about 80m3.
A high energetic particle crossing this gas vessel emits Cerenkov photons along its path. The
emission angle of the photonsθC depends on the momentum and the mass of the particle and is
given by

cosθC =
1

nβ
=

1
n

√

1+
m2c2

p2 (2.2)

In COMPASS, the particle momentum is determined from the particle’s track in the spectrometers.
Thus, a measurement ofθC provides the means to identify the particle from its rest mass.
The momentum range, where this particle identification method can be applied, is limited. Before
a particle will emit Cerenkov photons, its momentum has to exceed the threshold for Cerenkov
emission. From equation 2.2 it is clear, that Cerenkov emission only takes place, when

1
nβ

≤ 1 . (2.3)

Thus, the Cerenkov threshold depends on the refractive indexn of the gas mixture used, as well
as on the particles mass. For the radiator gas C4F10 used for the RICH, the refractive index is
nC4F10 = 1.00153 at 1bar and a temperature of 20◦C. The corresponding Cerenkov thresholds are
2.5GeV, 8.9GeV and 16.9GeV for pions, kaons and protons, respectively.
The upper momentum limit for the particle identification is related to the fact, that the RICH pro-
vides a measurement ofβ. For high momenta, the difference inβ between a pion and a kaon
becomes very small. Thus, the particle identification through a measurement ofβ is no longer reli-
able. In the analysis presented in this thesis, an upper momentum cut for the particle identification
of 50GeV is used.
Figure 2.5 gives a schematic overview of the RICH detector. TheCerenkov photons emitted by
the particles crossing the gas vessel are focussed onto the read out systems on the upstream side of
the detector. On this read-out plane, the photons emitted byone particle build ring segments. The
radius of these rings are a measure of the Cerenkov angles.
The focussing of the Cerenkov photons is achieved using a system of 116 spherical mirrors. The
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Figure 2.5: Schematic view of the RICH detector. The photons emitted by the particles
are focussed onto a read-out system on the upstream side of the detector. This is achieved
with a system of two spherical mirrors.

mirror plane is split into an upper and a lower part, which have a small tilt relative to the verti-
cal plane, so that the photons are reflected either up- or downwards onto the two photo-detectors.
With this geometry, the photo-cathodes are installed outside the acceptance of the spectrometer in
a region with lower particle rates.
For the detection of the Cerenkov photons, multi-wire proportional chambers with CsI photo cath-
odes are used. The two systems in the upper and lower part of the detector consist each of 4
chambers. Their sensitive surface of 5.3m2 is covered with CsI photo cathodes of 8× 8mm2,
giving a total of 84000 read-out channels.

2.5 The Data Acquisition System

The COMPASS data acquisition system (DAQ) [70] collects the data produced in the over 200000
detector channels of the COMPASS spectrometer and combines them to the detector events stored
on tape.
This is done in several steps. In the front-end electronics,which are mounted directly on the
detectors, the information is digitised immediately on reception from the detector channels. After
the arrival of a trigger signal from the trigger control system (TCS), the data are transferred via
fast links to readout-driver modules named CATCH and GeSiCA. These modules combine the data
from up to 16 front-end cards into sub-events, before transmitting them via optical fibres into the



2.6 Changes to the Spectrometer after 2004 37

central DAQ.
The computer system of the DAQ is organised in two separate clusters. The read-out buffers
(ROBs) collect the data sent by the CATCHES and store them on spill-buffer cards. Each ROB
only receives the data from the detector components it is connected to. The spill-buffers are capable
of storing the data from more than one spill at the same time.
The detector events are assembled from the information of the ROBs by the event builders (EOB).
The events builders constitute a cluster of 12 computers working in parallel to process the data
delivered by the spectrometer. After their combination, the online filter is applied to the detector
events. This software is run on all event builders. It has twocomponents. The software trigger
selects good events using algorithms for the raw detector information. In 2004, the algorithm
consisted in a verification, that the event contained a beam track with enough hits in the BMS to
reconstruct its momentum. In addition, a quality filter is used to remove events with too many
errors in the collected data.
From the event builders the data are directly transferred tothe CERN computer centre, where they
are stored on tape. The DAQ stores the collected data in samples of about 200 spills, called run.
Each spill contains around 50000 event with an average size of 40kB, corresponding to a data
volume of around 2GB per spill. During one year of data taking, several hundred Terabyte of data
are recorded.

2.6 Changes to the Spectrometer after 2004

The long SPS-shutdown between the run in 2004 and 2006 made itpossible to introduce several
large improvements to the spectrometer. Here, only the mostimportant changes will be mentioned.
Additional information about the upgrade projects can be found in [64].
The most significant improvement was the installation of a new target solenoid with an increased
angular acceptance of 180mrad instead of the 70mrad available for the previous target magnet.
To ensure track reconstruction over the enlarged acceptance the tracking detectors in the LAS were
rearranged and new tracking stations were added. Since the spectrometer was originally designed
for a 180mrad acceptance, the RICH detector in the LAS already covered this acceptance. The
same was true for the hadronic calorimeter and the muon wall installed in the first spectrometer.
The RICH detector was improved significantly during the break in 2005. The system for photo-
detection in the inner four sectors of the RICH was replaced. The new system based on MAPMTs
allows a more efficient background rejection due to a high time resolution of a few ns. Besides
the photon-detectors also new optical telescopes were installed reducing the signal distortion in
this region. In the outer parts of the RICH, the electronic read-out of the photo-cathodes was
exchanged to reduce the time gates used in the read-out. Withthe improvements of the RICH
detectors a better association of detected photons to the particles of the event was achieved and a
better suppression of uncorrelated background was obtained. This has greatly enhanced the signals
of hadrons in the RICH. Most importantly, the efficiency and purity of the kaon identification have
increased strongly leading to an improvement by a factor of about 2 in the effective signal of the
reconstructedD-mesons.
The third big improvement of the spectrometer was the completion of the calorimeter system of
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the LAS with the installation of an electromagnetic calorimeter, providing the possibility to detect
photons and neutral pions, that were scattered at large angles. The lead glass calorimeter, ECAL1,
with similar properties as ECAL2, was installed in the free space between the RICH and HCAL1.
Before the calorimeter, a pre-shower detector, so-called “RichWall”, was installed. The shower
process of electromagnetic and hadronic particles start inthis detectors, which is a combination
of drift chambers and lead plates, allowing a better detection of the impact point of the particles
on the calorimeters. The effect of the completion of the calorimeter system in the first calorimeter
will also be discussed in the next chapter, where the triggersystem is presented.



Chapter 3

The Trigger System in the Runs 2006 and
2007

The COMPASS experiment uses a single layer trigger system to detect inelastic interactions be-
tween the incoming muons and the target material. The main event signature used for triggering is
a muon, whose momentum and angle are changed during the scattering in the target. The second
trigger criterion are energy deposits in the calorimeters indicating that high energetic hadrons were
produced. Because of the large halo component, a veto system is used to ensure the sensitivity of
the trigger to interactions inside the COMPASS target only.
As described in section 2.6, several changes were introduced to the COMPASS spectrometer be-
fore 2006. As a consequence, the trigger system was adapted to the new situation. On one hand,
a new veto detector was build, that could be operated in the magnetic field of the new target. On
the other hand, the new electromagnetic calorimeter ECAL1 was added to the trigger scheme.
The addition of ECAL1 to the spectrometer introduced a considerable change in the trigger setup.
Therefore, several studies were performed to optimise the use of information from ECAL1 and
HCAL1 in the trigger.
This chapter puts a special focus to the changes introduced to the trigger system before the runs
2006 and 2007. It starts with a short introduction to the muontrigger system, as it was used in
2004 and with some changes also in 2006 and 2007. A detailed description of the trigger system
as it was used in the year 2004 can be found in [71]. The second section of this chapter is then
dedicated to a discussion of ECAL1 and its integration to the muon trigger. The last section will
present the new veto station build for the operation close tothe new target magnet.

3.1 The COMPASS Muon Trigger

The COMPASS muon trigger system is designed to be sensitive for deep-inelastic scattering events
with large momentum transfersQ2 > 0.5GeV2 as well as quasi-real photo-production events
(Q2 ≈ 0GeV2). To cover such a large kinematic range of interactions, thetrigger uses several
hodoscope systems to detect and identify the scattered muon. Each hodoscope system is composed
of two hodoscopes located at differentZ-positions in the spectrometer. In the case of horizontal
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Figure 3.1: Location of the different trigger components inthe spectrometer.

strips, the information of the two hodoscopes can be combined to measure the vertical component
of the scattering angle (vertical target pointing). Hodoscopes with vertical strips are used for an
estimation of the energy of the scattered muon. For this, thevertical strips provide two positions
in the bending plane of the spectrometer magnets. This measurement is used for the quasi-real
photo-production, where the scattering angles are extremely small.
Besides the information from the hodoscopes, the energies deposited in the calorimeters are used
for triggering. Large energies in the calorimeters are a sign for a inelastic interaction. Thus, the
information about energies in the calorimeters can be used to improve the selectiveness of the
hodoscope triggers. In addition, one can directly trigger on large energy deposits of the calorime-
ters. Such a stand-alone calorimeter trigger is sensitive to events, where the scattered muon is
not seen. It contributes mainly in kinematic regions that are geometrically not covered by the
hodoscopes systems. In the years 2002-2004, the trigger only used information coming from the
hadron calorimeters HCAL1 and HCAL2. After 2006, the signals from ECAL1 were also avail-
able, which will be presented in section 3.2.3.
Because of the large beam halo, neither the hodoscope triggers nor the calorimetric trigger can be
used without a veto system. The veto system consists of scintillator detectors, covering the region
outside the target. All muons, that do not enter the target atthe nominal position, will fire the veto,
which will block the trigger system.
The following three sections will give more details about these three systems of the trigger.

3.1.1 The Hodoscope Systems

The trigger system uses four different hodoscope systems. Their positions are shown in figure 3.1.
The hodoscope triggers for quasi-real photo-production are the “Inner Trigger” (H4I and H5I) and
the “Ladder Trigger” (H4L and H5L). They have vertical strips and are used for an estimation of the
energy lossnu in the interaction. The hodoscopes for “Outer Trigger” withhorizontal strips (H3O
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Figure 3.2: Illustration of the trigger concept of the energy loss trigger.

and H4O) are used for vertical target pointing. The “Middle Trigger” consists of four hodoscopes,
two of which have horizontal (H4MH and H5MH) strips and two with vertical strips (H4MV and
H5MV). It can be used for an estimation of the muon energy as well as the vertical component of
it’s scattering angle.
As shown in figure 3.1, at least one hodoscope of each system isplaced behind a hadron absorber.
These hodoscopes are therefore also used to separate the scattered muon from outgoing hadrons.
A trigger can only be produced, if both hodoscopes detect theparticle.
For triggering on the energy loss of the muon in the target, the energy of the scattered muon
is estimated from its horizontal deflection in the spectrometer magnets. The trigger scheme for
quasi-real photo-production is constructed to efficientlyselect muons with a minimum energy
loss abovey > 0.2. Events with a smaller energy loss are not interesting for the asymmetry
measurements performed by COMPASS, because the depolarisation factorD (see equation 1.25)
becomes small for very lowy. The principle of the energy loss trigger is illustrated in figure 3.2.
The two muon hits in the hodoscopes are correlated electronically using a coincidence matrix. In
this matrix a check is done, whether the hit is coming from a muon scattered in the target, or a
beam particle. A muon, that has lost energy in the target, is deflected differently in the spectrometer
magnets than the beam and will therefore have different hit combinations on the hodoscopes. The



42 Chapter 3 The Trigger System in the Runs 2006 and 2007

y
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

2
/(

G
eV

/c
)

2
Q

-410

-310

-210

-110

1

10

210
p

x=1,W=M

=0ϑ

INNER LADDER

MIDDLE

OUTER

CALO

Figure 3.3: The kinematic plane and its coverage by the different trigger systems.

illustration of the coincidence matrix shows the pattern ofallowed hit combinations. For each
strip in the first hodoscope, there is one strip in the second hodoscope corresponding toy = 0.2.
This strip combination corresponds to a good combination for the energy loss trigger. In addition,
all combinations where the strip in the second hodoscope is farther left, are also allowed. They
correspond to an energy lossy > 0.2.
Figure 3.2 also indicates, that the information from the hodoscopes is combined with signals from
the calorimeters to build the trigger. This additional requirement is needed due to the strong
background from elastic-scattering off target electrons,radiative interactions with nuclei and the
beam halo. None of the background processes are expected to produce hadrons with large energies.
Therefore, the addition of the calorimeters to the energy loss trigger provides a good possibility to
increase the trigger purity.
The vertical target pointing of the triggers for deep-inelastic scattering has a similar set-up as the
energy loss trigger. The signals of the two hodoscopes are combined to the trigger signal using a
coincidence matrix. The pattern of allowed hit combinations is different. For each horizontal strip
of the first hodoscope, only one strip in the second hodoscopecan be fired, if the muon is coming
from the target. Thus, the matrix pattern for the vertical target pointing corresponds to one band
of allowed combinations.
The geometry of the four hodoscope systems of the COMPASS muontrigger was chosen to fully
cover the kinematicy − Q2 plane. This is shown in figure 3.3, where the kinematic rangesof
the different triggers are shown. The “Inner Trigger” is used to cover the range of smallesty and
Q2. To access really smally, the two “Inner” hodoscopes are located close to the nominalbeam
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position. To cope with the high particle flux at this positiontheir strips have a width of 6mm (H4I)
and 12mm (H5I), keeping the rates of individual strips and, thus, the rate of random coincidences
to a reasonable level. The “Ladder Trigger” complements the“Inner Trigger” in the lowQ2 range.
It is placed farther away from the beam and is used to detect larger energy losses. The strips of the
“Ladder” hodoscopes are increasing in width for larger angles. This allows a coverage up to very
large values ofy with the 32 channels available for the coincidence matrices.
The geometries of the two hodoscope systems for vertical target pointing reflect the accuracy with
which the angle of the outgoing muon can be measured. Due to multiple coulomb scattering inside
the solid state target as well as inside the hadron absorbers, the angles of the scattered muons
display a Gaussian smearing around their true value. At the level of the hodoscopes, this smearing
amounts to several centimetres. The widths of the hodoscopes were therefore set to 6.2cm and
7.7cm for the “Middle Vertical” hodoscopes (H4MV and H5MV).For the “Outer Trigger” the
scintillator strips with 7cm are used for H3O, which is placed before the hadron absorber, and
strips with 15cm are used for H4O.

3.1.2 The Calorimetric Triggers

The trigger concept for the calorimeter trigger is based on the energy deposits in clusters of
calorimeter modules. The use of clusters instead of an energy sum of each calorimeter is nec-
essary, because of the large amount of halo muons crossing the calorimeters and leaving small
energy deposits. By looking only at small regions of the calorimeters, a fake trigger produced by
two or more halo muons crossing the calorimeter at the same time can be suppressed.
The clustering of calorimeter modules is done using the analogue sums of the modules. The sum-
mation electronic takes a small fraction of the analogue signals of each module before the rest of
the signals are converted into digital signals for the standard read-out. The trigger uses the energy
deposited in regions of 4×4 calorimeter cells calculated from the sum of the analogue signals. To
avoid inefficiencies at the edges of the 4×4-cell regions, the summing is done in two steps and
four layers, as illustrated in figure 3.4. In a first step, the analogue signals coming from 2×2-cells
are summed up. Four copies of the resulting sums are then usedto build four different sums with
4×4-cells, where it contributes the upper right, upper left, lower right and lower left part of the
sum. In figure 3.4 the sum of 2×2-cells shown by the four filled squares is used for the four sums
of 4×4-cells that are shown by the four big hatched squares. This is also illustrated in the sketch
showing the two summation steps. The signal from the first summation step is used in four of the
second summations steps.
The result of this staggered summation are four complete layers of sums of 4×4-cells. Inefficien-
cies for cluster detection occurring between two summationregions of one layer are compensated
in the other layers. For triggering purposes, the signals inthe 4×4-cells are discriminated using
constant-fraction discriminators. The discriminator electronics provides two useful feature for the
trigger. First, not one threshold, but two independent thresholds can be applied to each sum pro-
viding also two independent signals for the trigger. In addition, the discriminator information of
all sums from one layer can be evaluated together to apply conditions on the number of clusters,
that were found. This requirement on the cluster multiplicity is useful in situations, where more
than one hadron is produced in the primary interaction.
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Figure 3.4: The summation scheme of the two calorimetric trigger systems: From the
analogue signals of the individual cells the amplitudes of 2× 2-cell squares are build.
Each amplitude is used in the determination of four 4× 4-cell squares, where it takes
up the lower right lower left, upper right and upper left parts of the larger sums. In this
example, the sum of 2×2-cells indicated by the filled square is used in the four sumsof
4×4-cells illustrated by the four hatched boxes.

The information of the calorimetric trigger contributes tothe full trigger system in two ways. On
one hand, the calorimeter information helps to suppress background in triggers, that also use ho-
doscope systems. On the other hand, the pure calorimetric trigger is used as a stand-alone trigger
to reach regions of higherQ2. The trigger thresholds used for the two applications are chosen
independently. The threshold for the stand-alone trigger is set to higher values than for the signal,
which is combined with the hodoscopes. This reflects the fact, that in the combined trigger the
information of two systems is used together, which already provides a better background suppres-
sion.
The thresholds for the energy deposition are chosen as a multiple of the minimum ionising particle
energy deposit (MIP) in the calorimeters as the largest background signal in the calorimeters is
coming from halo muons. One MIP corresponds to 1.8GeV in HCAL1and 2.3GeV in HCAL2.
For the calorimetric contribution to the hodoscope triggers a low threshold of 3 MIP was used.
This threshold was applied on one of the discriminators of each layers. A second contribution
to this signal was coming from the second discriminators of two layers, where in addition to an
energy threshold of 2 MIP the requirement for a cluster multiplicity of two was implemented.
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Figure 3.5: The principle of the veto system for fake scattered muons. The trajectory
labelledµ2 corresponds to a beam muon scattering in the target, that causes a trigger in
the hodoscopes. The two other trajectories (µ1 andµ3) are from halo muons, that would
cause a trigger, which is suppressed by the veto system.

The second discriminators of the remaining two layers were used for the pure calorimetric trigger.
Because of the strong dependence of the trigger rate on the selected threshold, the threshold was
adapted to the capacity of the data acquisition. In 2004 a value of 4 MIP was selected, while in
the years before a much higher threshold around 9 MIP was used. The threshold setting of 2006
and 2007 will be discussed in the context of the new trigger using the electromagnetic calorimeter
ECAL1.

3.1.3 The Veto System

The purpose of the veto system is to suppress triggers that were induced by halo muons. For the
triggers based on vertical target pointing, they constitute the main source of background. For their
suppression the veto system before the target is very important.
Halo muons cause triggers in two ways. They can interact withmaterial in the spectrometers
producing hadrons that deposit enough energy in the calorimeters to provoke a trigger. Secondly,
a muon crossing the spectrometer under a certain angle can fake a scattered muon in one of the
hodoscope systems and, by this, cause a trigger. This is illustrated in figure 3.5. To suppress these
fake triggers, several veto detectors are placed in front ofthe target. If any of the veto detectors is
hit by a halo muon, the veto system blocks all triggers.
The veto system essentially consists of two stations, Veto1 and Veto2 placed at 8m and 2m before
the target. Veto2 consists of one detector with 4 small scintillators covering a surface of 30×30cm2

with a beam hole of 4cm diameter. Veto1 is a composition of several detectors. The smallest, inner



46 Chapter 3 The Trigger System in the Runs 2006 and 2007

detector is of similar size as Veto2, while two detectors with larger scintillator strips are used to
cover a surface similar to that of the calorimeters. This choice of detector sizes was done to obtain
a good time resolution in the region, where the halo has high rates. With a good time resolution,
small veto gates can be applied, which reduces the dead time of the veto system.
While Veto1 essentially suppresses all muons outside the beam spot, Veto2 was added to limit
the beam divergence. The two holes of Veto1 and Veto2 allow the maximum divergence of the
beam to be 7mrad. Since this is too large for an efficient suppression of halo induced triggers
in the “Middle Trigger”, a third veto station with 4 small detectors around a beam hole of 10cm
diameter was placed 20m upstream of the target.
From the different veto detectors, two veto signals are build. The so-calledVtot is the logical
“OR” of all veto detectors. It is used for the pure “CalorimeterTrigger”, the “Outer Trigger” and
the “Middle Trigger”. The systems triggering on energy lossare less sensitive to halo muons.
Therefore, no veto is applied on the “Inner Trigger”. The “Ladder Trigger” is combined with
different veto signal, that only contains the information of the outer two detectors of Veto1. This
is needed due to the geometrical overlap of the “Ladder Trigger” and the hadron calorimeters.

3.2 The Introduction of ECAL1 to the spectrometer

Before the data taking in 2006 the electromagnetic calorimeter ECAL1 was installed in front of
HCAL1. For the trigger, this resulted in two changes of the set-up compared to 2004. On one hand,
a trigger for ECAL1 was installed, on the other hand, the trigger conditions for HCAL1 needed to
be revised. Because of the additional material in front of HCAL1, the energy deposited by hadrons
in HCAL1 is decreased. For HCAL2, the introduction of ECAL1 had no effect.

3.2.1 The Electromagnetic Calorimeter ECAL1

The electromagnetic calorimeter ECAL1 consists of 1500 leadglass modules that are read out with
photo multipliers. To cover its surface of 4×2.9m2 three different module types with different cell
sizes are used. The geometry of ECAL1 is shown in figure 3.6. Thelargest cells, called OLGA
blocks, are used to cover the outer parts of ECAL1. In this region only small particle rates are
expected, therefore, only a moderate space resolution is needed. In the central region, the upper
and lower parts of the calorimeter are filled with so-called MAINZ blocks and the central part is
covered with even smaller modules, named GAMS blocks. The three types of lead glass modules
and their properties are presented in table 3.1. All three modules have been used in previous
experiments, where their properties were determined, and who gave the modules their names.

3.2.2 The Effect of ECAL1 on the Trigger

Before ECAL1 was introduced to the spectrometer, the Muon-Trigger System, as presented in the
previous section, was performing with high efficiency, selecting not only events within a large
kinematic region, but also with one or more hadrons in the final state. Therefore, it was very desir-
able that the properties of the trigger should change as little as possible between the runs in 2004
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Figure 3.6: The layout of the electromagnetic calorimeter ECAL1.

and in 2006.
The introduction of ECAL1 had, however, a large effect on the trigger, since it changed the
hadronic energy deposits in HCAL1. Therefore, some effort was made to understand the behaviour
of hadrons being stopped in the double-calorimeter ECAL1-HCAL1 and, as a consequence, to ad-
just the trigger system to the new situation. This adjustment was done in two steps. During the run
in 2006, the settings for HCAL1 were adapted to the new situation and a new trigger system for
ECAL1 was designed and tested [76]. Only after these test werefinished, a full trigger system for
ECAL1 was developed and added to the trigger in 2007.

Results of Monte Carlo Studies

Before the installation of ECAL1, Monte Carlo generated eventswere studied for a first estimation
of the effect. For the generation, the open-charm production process in photon-gluon fusion was
chosen, because this channel is used in the evaluation of thegluon polarisation, the main physics
goal of the COMPASS experiment. The analysis uses events where at least two hadrons are pro-
duced. Open charm events are therefore well-suited to studythe effect of ECAL1 on hadrons.
For each generated Monte Carlo event, the detector response was simulated twice, once with and
once without the ECAL1 in the spectrometer. The reconstructed events from the two simulations
were compared and from the number of reconstructedD⋆-mesons in the two Monte Carlo samples,
a possible effect of ECAL1 was estimated. A total of 25000 events were processed in this way. For
this study, a preliminary description of ECAL1 in the COMPASS spectrometer was used, which
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ECAL1 Modules

OLGA MAINZ GAMS

Lead Glass type SF5 SF57 TF1

PbO-Content (mass) 55 75 50

Density [g/cm3] 4.08 5.51 3.86

Radiation length X0 [cm] 2.54 1.55 2.74

Moliére radius [cm] 4.3 2.61 4.7

Surface [cm2] 14× 14 7.5× 7.5 3.82× 3.82

Length [cm] 47 36 45

Length [X0] 18.5 23.3 16.42

Energy resolution:σ(E)
E

0.15√
E[GeV]

⊕0.08 0.070√
E[GeV]

⊕0.02 0.1√
E[GeV]

⊕0.015

Previous Experiments NA14 [72], WA92 [73] WA98 [74] NA12 [75]

Table 3.1: Properties of the three lead glass modules used inECAL1

did not yet incorporate the full simulation of the response of ECAL1. However, the material of
ECAL1 was correctly described, so the energy loss of hadrons in ECAL1 and the change of signals
in HCAL1 could be estimated in this study.
The first result of this study was a reduction of theD⋆ signal by about 15%, when ECAL1 was
part of the detector. Since theD⋆-mesons are reconstructed using only the information from the
tracking system, this loss in the signal was produced in the trigger system. The majority of the
events with aD⋆-meson in the final state are produced at very lowQ2, where in the trigger a ho-
doscope signal and a signal from the calorimeters is needed.The second largest contribution is
coming from the pure calorimetric trigger, which was fired bya high energetic hadron.
The same event reduction as in theD⋆-signal was also observed for the background events. This
confirms the connection with the trigger. The event loss itself could be reduced by applying stricter
cuts on the selectedD⋆ candidates. These selection cuts mostly result in requiring higher particle
momenta for the decay products of theD⋆. The dependence of the event loss on the kinemat-
ics of the D⋆ candidate is shown in figure 3.7. In this figure, the ratio of reconstructed events
with ECAL1 to reconstructed events without ECAL1 in the Monte Carlo simulation is shown as
a function ofQ2 andy (blue points, scale on the right). While this ratio is relatively flat over the
range ofQ2, a clear slope can be observed in the dependence ony. For smally, a much larger
fraction of the events is not detected by the trigger. For events with a small muon energy lossy,
the hadrons in the final state have small momenta, since the available energy in the final state is
small. In figure 3.7, the points with the event ratios are alsocompared to the distribution of events



3.2 The Introduction of ECAL1 to the spectrometer 49

Q2
[

(GeV)2
]

y

E
nt

rie
s

E
nt

rie
s

R
(w

ith
E

C
A

L1
/n

o
E

C
A

L1
)

R
(w

ith
E

C
A

L1
/n

o
E

C
A

L1
)

Figure 3.7: The dependence of the event loss onQ2 andy. The blue points (scale on
the right) show the ratio of reconstructedD⋆ events from the simulation with ECAL1 in
the spectrometer to the reconstructedD⋆ events without ECAL1 in the spectrometer as
a function of the event kinematicsQ2 andy. The filled histograms show the distribution
of the events used in the asymmetry determination. The events were weighted with the
analysing poweraLL used in the〈∆g

g 〉 analysis.

from real data taken in 2003 (filled histograms). The events in the histograms were weighted with
their analysing poweraPGF

LL (see section 7.3.1). This quantity describes the sensitivity of the event
to the gluon polarisation. The weighting was applied, becauseaLL depends strongly ony. From
the weighted events the overall effect on the open charm analysis can be more easily evaluated.
The figure shows, that the largest relative losses appear in regions that do not contribute much
to the measurement of the gluon polarisation. Therefore, only a small effect of ECAL1 on the
measurement of the gluon polarisation from the open charm channel is expected. At this point it
should be noted, that for other physics channels analysed inCOMPASS, larger effects of ECAL1
could be expected. This is particularly the case for semi-inclusive measurements with transversely
polarised target nucleons, where the sensitivity for the asymmetry is largest for smally. Therefore,
a trigger system including signals from ECAL1 was designed and included in the installation of
ECAL1.
As a next step, a deeper study was performed to learn more about the behaviour of the hadrons
in the double-calorimeter ECAL1-HCAL1. The aim of this study was to evaluate the possibilities
for triggering on the energy deposited in the two calorimeters. Due to the complex geometry of
ECAL1, the possibility of a combined trigger for HCAL1 and ECAL1was ruled out very early.
The search for geometrically correlated clusters in the twocalorimeters is too complex to be per-
formed in the limits given for the trigger system. However, the possibility of including this search
to the tasks of the online filter system (see section 2.5) is being investigated for the data taken for
the future hadron programme.
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Figure 3.8: The ratio of cluster energy and track momenta in the sample without ECAL1
in the simulation. The four curves show the histograms of allhadrons together and the
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of the D⋆ more than 95% of the particles energy is reconstructed.

The main goal of the Monte Carlo study was therefore to understand better the individual energy
deposits in the two calorimeters. For this purpose energy clusters belonging to the kaons from the
D⋆ decay were used. The momenta of these kaons are high enough toexpect large energy deposits
in the calorimeters. As mentioned before, the simulated events could only be used to study the
clusters in HCAL1.
The most important result of this investigation is illustrated in figures 3.8 and 3.9. In both figures,
the ratio of the reconstructed cluster energyE to the track momentump is shown. Figure 3.8
displays the distribution ofE/ p for events from the simulation without ECAL1. The diagram
contains four histograms: The black histogram is the combined distribution for all decay products
from the D⋆-mesons. The three other histograms show the distributionsof pions, kaons and slow
pions produced in the simulatedD⋆-events. All four histograms show a rather broad Gaussian
distribution peaking at values around 0.95. Thus, for this event sample almost the full energy of
the hadrons is found in the reconstructed clusters.
Figure 3.9 shows the distribution ofE/ p for the kaon candidates of the sample produced with
ECAL1 included in the simulation. In this case, the sample is subdivided into kaons, where the
standard track-cluster matching algorithm did find the corresponding cluster in HCAL1, and those
kaons, where the automatic procedure did not find a cluster, but a simple minimal distance re-
quirement could be used to find the HCAL1 clusters. In the course of this study, it was noticed,
that the standard track-cluster matching failed in the case, where the hadronic shower started in
ECAL1. So, the black histogram in figure 3.9 corresponds to thekaons, which started shower-
ing in ECAL1, while the red histogram is from the kaons, which only showered in HCAL1. The
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Figure 3.9: The ratio of cluster energy and track momenta in the sample with ECAL1 in
the simulation. The sample of kaons from theD⋆-decay was divided into kaons, where
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distributions show again Gaussian-like peaks, however their maxima are shifted towards signifi-
cantly lower values. In the case, when the showering starts in HCAL1 and the full shower should
be contained in this calorimeter, the reconstructed cluster energy only corresponds to 80% of the
particles energy. For the sample, where the shower started in ECAL1, even smaller fractions of
the energy are detected. The peak is at a value of 50%. In average, for the kaons observed in this
sample, only 70% of the particle energy is found in the reconstructed clusters.
These results from the Monte Carlo simulation correspond roughly to the expectations for ECAL1.
The depth of ECAL1 corresponds to about 1-1.2 nuclear interaction length, depending on the
calorimeter modules. Therefore, one expects, that only∼ 1

3 of the hadrons reach HCAL1 without
starting to shower. For the particles, where the shower did start in ECAL1, one still expects to
observe a significant part of the energy in HCAL1. This agrees with the findings from the Monte
Carlo simulation.

Changes for 2006

From the Monte Carlo studies it was concluded, that the expected loss of hadronic events from
the introduction of ECAL1 in the calorimeter could be recovered by lowering the thresholds in the
trigger logic in HCAL1. For theD⋆-signal it was estimated, that a lowering of the thresholds to
60−70% of their values in 2004 most of the loss induced by ECAL1 would be recovered.
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The lowering of the thresholds was done in 2 steps. At the beginning of the data taking the lower
thresholds for HCAL1, contributing to the energy loss triggers, were lowered from 3 MIP to 2
MIP. The pure calorimetric trigger was kept at its original value from 2004. The lowering of the
thresholds resulted in a very strong increase of the triggerrates. For this reason, the thresholds
of the pure calorimetric trigger were only lowered to a valueof 3 MIP, when the online filter was
activated, which increased the capacity of the DAQ. The threshold for HCAL2 were kept at the old
values of 3 MIP and 4 MIP, because the situation for HCAL2 did not change between 2004 and
2006.
In addition, a test trigger system was installed in ECAL1. This system was not included to the
normal physics triggers, but provided a good possibility tostudy the trigger signals from ECAL1.
One important contribution from the test run in 2006 was, that the signals from all 1500 individual
calorimeter modules were investigated.

Results from data taken in 2006

The data from the 2006 run were used to study the double-calorimeter ECAL1-HCAL1 with real
data. For the development of a trigger scheme including ECAL1signals in the muon trigger, two
main questions had to be answered. The energy deposited in ECAL1 and HCAL1 by hadrons had
to be measured. Secondly, the cluster sizes and shapes in HCAL1 were studied, especially for
particles with a shower starting in ECAL1. A detailed report of these studies can be found in [76].
Figure 3.10 provides a summary of the studies on energy deposits in ECAL1 and HCAL1. It
shows the energy sharing between both calorimeters for piontracks in different trigger conditions.
To suppress background from electromagnetic showers, onlypions identified in the RICH were
used. Their momentum was selected to be between 5GeV and 10GeV, which is the energy range,
where most effects from ECAL1 are expected. The diagrams showthe distribution of the relative
energyη = Ecell/p in the calorimeters around the impact point of the tracks. The cell energies
Ecell from the cluster cells were divided by the track momentump to obtain distributions that are
independent of the track momentum. The distribution of the relative energy deposited in ECAL1
is shown on the left and for HCAL1 on the right. The black box shows approximately the area
used in the summation schemes of the trigger electronics.
The top row shows the two distributions for events, where the“Calorimeter Trigger” was active,
which indicates that a high energetic cluster was found in HCAL1. In the middle row, the “Middle
Trigger” was active. This trigger requires a cluster with anenergy above the lower threshold in
HCAL1. The bottom row shows the diagrams, where the “Inclusive Middle Trigger” was active,
but no signal was seen in the “Middle Trigger”. The “Inclusive Middle Trigger” only requires
the hodoscope signals for a trigger signal, but no calorimeter information. Thus, the bottom row
shows events, where a hadronic track was present in the first calorimeter, but it was not seen by
the trigger system for HCAL1.
The diagrams allow several conclusions. First, and most directly visible, is the fact, that in ECAL1
and HCAL1 the deposited energies are well contained within the area used by the trigger summa-
tion schemes. Especially in the lower right plot, there is noindication, that the lower threshold of
HCAL1 did not give a signal, because too much energy was lost incells outside this area.
Furthermore, the plots show the sharing of the deposited energy in the two calorimeters. Going
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Figure 3.10:The distribution of energy from hadrons in ECAL1 and HCAL1 for data taken in 2006. Each
diagram shows the average energy fractionη = Ecell/p deposited by a hadron(5-10GeV) around the track
impact point. The left (right) plots show the distributions in ECAL1 (HCAL1). For a description of the different
trigger conditions, see text. Note that the colour scales vary between the plots. This plot was taken from [76].
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from the upper to the lower plot one can see, that the energy deposits in ECAL1 increase slightly,
while the deposits in HCAL1 decrease significantly. This trend becomes much more pronounced
when looking at the energy deposits within the triggering regions of 20× 20cm2 for ECAL1 and
40× 40cm2 for HCAL1. In the events, where a hadronic trigger signal was required, around 40%
of the particles energy is found in the HCAL1 cluster. This fraction goes down to about 10% in
the lowest diagram. These numbers are smaller than what was seen in the Monte Carlo study.
However, the selection of the tracks entering the two studies were different. In the Monte Carlo
sample, only one process was considered. In this study from real data, no specific event selec-
tion was applied, allowing all tracks from all kinds of processes to enter the study. In addition,
the momentum range used for the real data was also chosen differently. These differences in the
track selection can account for some of the differences in the two results. However, a study using
reconstructedD⋆-mesons would require the complete production of the data taken in 2006, which
was not available for this study. Another explanation for the observed discrepancies in the energy
deposits is the so-called “RichWall” detector, that was installed in front of ECAL1. It was con-
structed as a pre-shower for ECAL1 and is build as a sandwich oftracking planes and lead-steal
plates. This detector was not simulated in the Monte Carlo simulations. Since the total thickness
of the converter material amounts to 3 radiation length, it should have an effect on the energy de-
posits in ECAL1 and HCAL1.
In the meantime, a complete description of the response of ECAL1 and the RichWall for Monte
Carlo simulations is in preparation. This will provide the possibility for a detailed comparison of
the energy sharing in data and Monte Carlo. In addition, test beam studies were performed to mea-
sure the energy distribution in ECAL1 lead glass cells and HCAL1 modules for hadronic tracks
with high statistics. The first results of these studies are summarised in [77].

3.2.3 The ECAL1 trigger

During the run in 2006, a test trigger for the signals of ECAL1 was used to study the properties
of ECAL1 as well as the possibilities for a trigger on ECAL1 signals. In 2007, this system was
improved and adapted to the existing muon trigger. The test performed with the set-up in 2006 and
the installation of the full trigger system in 2007 are described in [76].
For the ECAL1 trigger system, a small fraction of the analoguesignal is split from the standard
read-out and used for triggering. The analogue signals from16 individual lead glass modules are
summed together in specially designed summation cards. Because of the different shapes of the
OLGA, MAINZ and GAMS modules, only modules of the same type are grouped together for this
summation. Where possible, regions of 4× 4 cells are used for one analogue sum. The arrange-
ment of the 90 sums used for the trigger is shown in figure 3.11.Each cross corresponds to one
sum of 16 modules. The zones with the modules of the MAINZ typecannot entirely be covered
with regions of 4× 4 cells, therefore in two cases a sum of 2× 8 modules is used.
For triggering, the signals of the analogue sums are split into 3 signals. The first signal is dis-
criminated using a discriminator with a low threshold. The second signal is discriminated using a
high discriminator threshold. The discriminator output ofall first signals are combined in a logical
“OR”. The same is done for the second signals. The output of these two “OR”s are combined with
the calorimeter signals of the physics trigger. The “OR” fromthe low threshold discriminators is
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Figure 3.11: The summation scheme for the ECAL1 trigger. Eachlittle square corre-
sponds to one module in ECAL1. The summation is done for 4× 4 cells, indicated by
the red crosses. In the regions of the MAINZ cells, two sums of2 × 8 modules were
used to best cover the two regions. The shaded area is excluded from the trigger set up to
suppress background from electrons.

added to the trigger information used in combination with the hodoscopes. The output of the high
thresholds is added to the “Calorimeter Trigger”.
The trigger thresholds for ECAL1 were selected to be comparable to the thresholds in HCAL1 in
the data taking in 2006 and 2007. Those were around 3.5GeV forthe semi-inclusive contribution
and around 5.5GeV for the pure calorimetric trigger. The thresholds were selected for a good
separation to the background from halo muons, which depositof 1.8GeVin HCAL1.
For ECAL1, only around 0.5GeV are expected on average for a minimum ionising particle. How-
ever, in this calorimeter large background contributions are expected from electromagnetic show-
ers. The main source for this background are photons produced in radiative interactions of the
muon beam with nucleons from the target or the detectors. Another source of background photons
areπ0-decays. Most photons are produced in the target region. Dueto the many detectors between
target and SM1, many photons convert intoe+e−-pairs before reaching SM1.
Figure 3.12 shows the distribution of reconstructed energies for electrons and pions, that were both
identified using the RICH. The two spectra cover a very similar range and both show maxima at
energies around 1GeV. A suppression of the signals from electrons based on the trigger threshold
is therefore not possible. To suppress this background in the ECAL1 trigger, the so-called central
plane is excluded. Because of the bending direction of SM1, the conversion electrons are mainly
detected in a horizontal band, which is indicated by the shaded area in figure 3.11. Before the in-
stallation of ECAL1, the same electromagnetic background directly reached HCAL1. To suppress
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Figure 3.12: Apparent energy depositions for electrons (red) and hadrons (black) in
ECAL1. For each track, the sum of the energy of all associated clusters is shown. For a
better comparison, a correction for hadronic energy deposits was not applied. This plot
was taken from [76].

this background in the calorimetric trigger signals, a leadshielding was used in front of HCAL1,
covering a surface similar to the horizontal band shown in figure 3.11.
With the exclusion of the central band, lower thresholds could be selected for ECAL1. For
the lower threshold a value of 2GeVwas set, for the higher threshold, used for the stand-alone
“Calorimeter Trigger” , a threshold of 4GeV was applied. As for the HCAL1 thresholds in 2006,
the final values for the ECAL1 thresholds were selected takinginto account the capacities of the
DAQ.
The inclusion of the ECAL1 signals to the hadronic trigger system in 2007 improved the trigger
efficiency for hadrons. For a final conclusion about the contribution of ECAL1, more data taken in
2007 need to be produced. However, a first study was performedusing a preliminary production
of small data samples [76]. The result is shown in figure 3.13,where the trigger efficiency of
the calorimetric trigger system is displayed as a function of y. With the inclusion of the ECAL1
trigger to the calorimetric trigger system, the trigger efficiency from 2004 was not only reached in
the range ofy used by the physics analysis 0.2 < y < 0.9. For a large fraction of the events the
trigger efficiency was even higher in 2004.
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Figure 3.13: The trigger efficiency,ε, of the calorimetric trigger system as a function
of y. The dashed line corresponds to the status in 2004, the threesolid lines show the
efficiencies obtained in 2006 with different threshold settings for ECAL1.

3.3 Changes to the Veto System

The installation of the large aperture new target magnet before the run in 2006 made it necessary to
change veto2. Being only 2m away from the magnet, this veto is now exposed toa high magnetic
field. This field is due to a stronger fringe field component of the new magnet and significantly
larger than with the old target magnet.
The geometry of the new Veto2 is displayed in figure 3.14. It consists of eight trapezoidalshaped
detectors. They cover a circular surface with a radius of 14cm around a beam hole. The frame
allows a movement of the detectors in radial direction. Thisprovides the possibility to adjust the
diameter of the beam hole between 2.2cm and 4.5cm.
The light produced in the scintillators is collected in fishtail light guides and then directed via long
s-shaped guides onto the photo-multipliers. Due to the special shape of the light guides the photo
multipliers can be installed with their longest axis perpendicular the strongest component of the
fringe field, which is radial. This special orientation of the photo multiplier and additional layers
of shielding with mu-metal made it possible to operate photomultipliers close to the target.
Further information about the installation and operation of the new veto detector can be found in
[78].
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Figure 3.14: The layout of the new Veto2 station.



Chapter 4

Data Reconstruction and Stability
Controlling

For the determination of asymmetries, the detailed knowledge of the detector performance is es-
sential. Since detector instabilities could cause false asymmetries, the stability of the spectrometer
has to be monitored closely during data taking. It also has tobe checked for reconstructed events.
Only after the reconstruction, the stability of the event sample used for the asymmetry measure-
ment can be verified.
In this chapter, the effect of spectrometer instabilities will be discussed. The first section will give
an introduction to the different algorithms used in the event reconstruction. This will be followed
by a discussion on how the instability of a single detector plane could affect the measurement. The
last section will then present a method to exclude events, inwhich the detector performance might
introduce a bias to the asymmetry measurement.

4.1 Data Reconstruction

The event reconstruction is performed by the object oriented software package CORAL [79]. It
is build in a modular architecture, where each reconstruction task is represented by an individual
module. The three steps necessary to get from the recorded data words to a reconstructed physics
event are displayed in figure 4.1.
The event reconstruction starts with the decoding of the recorded information. During the data
taking, the information from each detector is stored in datawords comprising the information
about the observed signal of a detector hit and the active detector channels. The detector hit is
either recorded using a TDC∗ or an ADC† module, giving the information about the timing or the
amplitude of the signal. All information is extracted from the recorded data and combined with the
geometry information of the detectors. From this, two-dimensional detector hits can be obtained,
where one coordinate corresponds to theZ-position of the detector. The second coordinate from
the active wire is measured in the orientation of the detector plane. ForX andY planes these areX

∗time-to-digital converter
†analogue-to-digital converter

59
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Figure 4.1: The three steps needed in event reconstruction.The raw data are first trans-
formed into hit clusters, before particle traces in forms oftracks and cluster can be recon-
structed. The full physics event is reconstructed from all particle traces.

andY coordinates, forU andV planes the transformation intoX andY coordinates takes place at
a later stage. Before the different reconstruction algorithms are applied, a clustering procedure is
used to cluster together those hits in each detector plane, that were produced by the same particle,
sharing its signal on two wires.
On the hits obtained in the clustering process, different reconstruction algorithms are applied to
reconstruct particles tracks, clusters and the identification information in the RICH. Those tracks
are then associated to reconstructed particles. In addition, a reaction vertex is reconstructed and
the incoming and outgoing muon is identified. After that all information of the physics event was
reconstructed.
The following sections will discuss the different algorithms applied in the event reconstruction in
more detail.

4.1.1 Spectrometer Tracking

The reconstruction of charged particle tracks plays the most important role in the event recon-
struction. The reconstruction algorithm is organised in three steps [80, 81]. A pattern recognition
algorithm is used to find track segments. This search is limited to track segments without de-
flection from a magnetic field or multiple scattering in material. Therefore the pattern search is
applied in five spectrometer zones separately. The zone boundaries are given by the target magnet,
the two spectrometer magnets and the muon absorber in the second spectrometer. The different
track segments are then combined using a bridging algorithm. This algorithm compares the track
parameters of the track segments at the zone boundaries and,in a second step, the information
of a preliminary track-fit of two combined track-segments toselect all matching combinations of
track segments. The bridging procedure is applied to each zone boundary independently. For track
segments reconstructed behind SM2, where no matching tracksegment was found between SM1
and SM2, a recovery procedure is used to find all track hits between the target and SM2. Finally,
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Figure 4.2: The recombination of straight tracks is done on acombinatorial basis.

the track parameters are obtained from a fit to all hits of the track. With this fit the reconstructed
track parameters for an eventual vertex reconstruction, aswell as the determination of the track
momentum are obtained. Due to the large number of detector planes, a simple least-χ2 -method
would be too time consuming for the standard event reconstruction. Therefore, a Kalman filter
[82] is used for the track reconstruction.
For the discussion of the stability of the spectrometer, thelast two steps play a less important role,
because they do not depend directly on the presence of individual detector hits. This is much dif-
ferent for the first step, where a missing hit can lead to a track segment not being reconstructed.
Therefore, the reconstruction of individual track segments will be presented with a few more de-
tails in the following.
The procedure for the pattern search is shown in figure 4.2. The algorithm starts with all possible
combinations of two hits. For each combination the track segment is extrapolated over the full
zone, to search for additional hits belonging to this candidate. As shown in the left diagram of
figure 4.2, at this stage there are a very large number of trackcandidates. From these candidates,
all those tracks are rejected, that have less than a minimum number of hits belonging to the track
segment or a track angle that is outside the angular range of tracks coming from the target. The
required minimum number of hits is smaller than the number oftracking planes that can be reached
by this track segment. This provides the redundancy needed for a track reconstruction with only a
small dependence on the efficiency of individual planes.
The remaining candidates (middle picture of figure 4.2) are then sorted and selected based on a
quality function. This function evaluates the number of particle hits belonging to the track segment
as well as theχ2 for the hypothesis of a linear track. The selection removes track candidates, that
have too many hits in common with tracks of higher quality, leaving the algorithm with a set of
good track segments (right picture of figure 4.2).
To properly treat the different detector orientations present in the spectrometer, the pattern recog-
nition is applied in two steps. First only particle hits fromdetectors with the same orientation are
considered. This leads to two-dimensional track segments that are, in the next step, combined to
three dimensional tracks. This second step follows the sameprocedure, selecting the good candi-
dates from all combinations based on the quality of a track-fit.
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Spectrometer alignment

The position of the individual detectors, as well as their orientations and wire spacings, play an
important role in the procedure of event reconstruction. Their absolute position is surveyed before
the start of each run. During data taking this geometrical information of the detectors is monitored
using specific alignment procedures. This alignment procedure is performed at least once per data
taking period.
The procedure uses events with halo-muons, where the magnetic field in the spectrometer mag-
nets is off. The track reconstruction is then reduced to the reconstruction of straight tracks. The
positions of the reconstructed tracks are compared to the detector hits. This comparison yields the
corrections to be applied to the detector positions, anglesand wire spacings.
To improve the accuracy of the alignment, the procedure is repeated with physics events and bent
tracks, once the preliminary alignment with straight tracks is done. Since there are much more
physics events than alignment events, this provides the necessary statistics for the desired preci-
sion.

4.1.2 Cluster Reconstruction in the Calorimeters

The energy depositions in the calorimeter are obtained fromreconstructed clusters. The cluster
algorithm uses the knowledge of the shower shapes to determine the total energy deposited in the
cluster and the cluster position.
The algorithm selects cells with high energy depositions asseeds for the cluster reconstruction.
For each so-called hot cell, the energy deposited in the surrounding cells (3×3or5×5 depending
on the cluster energy) is considered. The algorithm assumes, that the energy in the hot cells was
deposited by a single particle, while energy deposits in thecells surrounding the hot cells can be
coming from two particles. In the case, where one cell is the neighbour of two hot cells, the energy
in the cell is shared between the two clusters. A model of the shower profile is used to determine
the energy fractions of the two clusters.
After assembling the cells of the clusters, the cluster energy and position are determined. For the
cluster energy, the sum of the cell energies is corrected foreventual losses at the edges of the cells.
For this correction a model of the shower profile is used. The determination of the cluster position
is done independently for the two coordinates. It is based onan inverse one dimensional cumulative
shower profile function [83]. In this approach, the horizontal and vertical shower projections are
analysed using analytic functions describing the shower profiles for hadronic and electromagnetic
showers.

4.1.3 Particle Identification

Outgoing particles are identify based on three different principles. The most extensive means for
particle identification are provided by the RICH detector, seesection 2.4. However, due to their
very similar rest masses, the RICH cannot be used to distinguish between pions and muons in the
final state. They are distinguished using the tracking and clustering information of reconstructed
particles.
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Figure 4.3: A typical event in the RICH. The red clusters indicate the hits seen by the
photon detectors, the green circles show the reconstructedrings.

Muons are identified by the amount of material the particle passed on its trajectory in the spec-
trometer. If this amounts to more than 30 radiation length the particle is identified as a muon.
30 radiation lengths imply, that the particle crossed at least one of the calorimeters or hadron ab-
sorbers. In practice, this means, that the particles track needs at least one hit behind an absorber to
be identified as a muon. Hadrons, on the other hand, are identified by the ratio of energy deposited
in the calorimeters,E, to the particles momentum,p. Since they are stopped in the calorimeters, a
large fraction of their energy should be found in reconstructed clusters. A typical cut onE/p for
hadron identification isE/p > 0.3.

Hadron Identification in the RICH

The main purpose of the RICH is distinction between the different charged hadrons in the final
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state. The identification procedure is based on the distribution of detected photons in the RICH.
Figure 4.3 shows the distribution of hits on the photo cathodes for a typical event. The reconstruc-
tion procedure [84, 85] starts by clustering these detectorhits to photon clusters.
To measure the Cerenkov angle of the photons emitted by a particle crossing the RICH, first the
photons belonging to the particle track are collected. For each photon the azimuthal (θγ) and po-
lar (φγ) angles of the photon relative to particle track are calculated. Photons belonging to the
Cerenkov-cone of the particle are expected to be uniformly distributed inφγ and to show a clear
maximum forθγ. The photons around this maximum are associated to the track.
In a next step, the angles of the detected photons are corrected for misalignments in the mirror
system or distortions in the quartz windows. For these corrections, a preliminary determination
of the particles Cerenkov angle is done using a ring fit to the detected photons. Only with this
preliminaryθC the photon anglesθγ andφγ can be corrected.
For the particle identification, the distribution of the correctedθγ of each photon is compared to
the expectedθC for different mass hypothesis.θC can be calculated from equation 2.2 using the
reconstructed track momentum and the rest masses of pions, kaons and protons. To compare the
calculatedθπ

C, θK
C and θp

C to the detected photons, a probability function is used. Forthe first
production of COMPASS data, this function was determined from a χ2 -method. This was later
replaced by a likelihood method.
The χ2 -method calculates aχ2 for each mass hypothesis using

χ2
i =

1
NDOF

Nγ

∑
k=1

(θi
C−θγk)

2

σ2
γ

i ∈ π,K,p , (4.1)

whereNγ is the number of photons in the Cerenkov signal andσγ is the resolution of the photon
angle. The mass hypothesis with the smallestχ2 is taken to be the particles identity, if thisχ2

value is smaller than a given upper limit. This last requirement excludes identifications from a
random distribution of photons.
With the progressing analysis of COMPASS data, a new identification method was developed using
likelihood functions to verify the different mass hypothesis [86]. The calculation of the likelihood
functions is based on the probability distributions of photons for the different mass hypothesis.
In addition it also takes into account the distribution of background hits. Figure 4.4 shows the
distribution of hits in the photon detectors, that are not associated to particle tracks crossing the
RICH. While these photons are rather uniformly distributed in the outer regions of the RICH,
large background contributions are observed around the beam pipe. This background contribution
is mainly coming from photons emitted by the large beam halo present in the detector. Due to
this large inhomogeneity, the consideration of the background improves the particle identification
significantly. The expected distribution of background photons is stored in so-called background
maps. These two-dimensional maps store for each detector pixel the probability to observe a
background photon in an event. They are determined from reconstructed events and look very
similar to the diagram in figure 4.4.
In the likelihood-method, a likelihood valueLi is calculated for each mass hypothesisi using

Li =
e−B

Nγ
e−Si

Nγ

∏
k=1

si(θγk, φγk) + b(θγk, φγk) i ∈ π,K,p , (4.2)
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Figure 4.4: A map of the distribution of background hits in the photo detectors of the
RICH. The logarithmic colour scale illustrates the large inhomogeneity of the background
distribution. This figure is taken from [86].

where thesi(θγk, φγk) andb(θγk, φγk) are the signal and background probability distributions for a
photon with the coordinatesθγk andφγk andSandB stand for the number of expected signal and
background photons.
The signal probability distributionsi(θγk, φγk) corresponds to a Gaussian distribution with the ex-
pected Cerenkov angle for the mass hypothesis as a mean and theangular photon resolution as
width of the curve. The background probabilityb(θγk, φγk) is taken from a background map. Be-
sides the likelihoods for the different Cerenkov signals, a background likelihood indicating no
Cerenkov signal was observed, is also calculated.
For the particle identification the hypothesis with the largest likelihood value is used. To improve
the purity of the identification using the likelihood method, additional cuts on the ratios of likeli-
hood are introduced.

4.1.4 Event Reconstruction

From the reconstructed tracks, clusters and the RICH information the full events are build. The
fully reconstructed particles of the event are obtained from the association of tracks and clusters.
Among the reconstructed tracks, the incoming and outgoing muon of the interaction are identified
and the momentum measurement of the BMS is combined with the track of the incoming muon.
The interaction vertex is then reconstructed using all reconstructed tracks. Secondary vertices from
decaying neutral particles are searched in all pairs of oppositely charged tracks.
While the RICH information was evaluated using the informationabout the reconstructed tracks,
the calorimeter clusters were reconstructed independently. A track-cluster matching procedure is
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used, to combine the clusters and tracks from the same particle. This procedure uses the extrapo-
lated track coordinates on the calorimeter surface as the most probable impact point of the particle.
Using these coordinates all clusters are associated to a track, that have a maximum distance of 3σ
from the track impact point, whereσ corresponds to the combined position resolution of the track
and cluster coordinates.

Beam Track Reconstruction

The beam reconstruction is used to combine the information from the beam momentum station
(BMS, see section 2.1) and the tracking stations upstream of the target. The beam track entering
the target is reconstructed in the beam telescope that provides a very precise measurement of the
track direction as it enters the target. The beam reconstruction combines this information with the
momentum measurement in the BMS.
The BMS uses the deflection in the bending magnets of the beam-line, that provide the horizontal
beam direction before the target (B6 in figure 2.1), to measurethe beam momentum. For the mo-
mentum determination, the hits in the BMS detectors coming from the same particle are selected
using the time information of the hits. A fit to the hits is usedto determine the momentum of the
muon. After the fit, all beam candidates in the same event are compared, and only those candidates
that have a good agreement in the timing of their hits and a good fit quality are kept.
To correlate the momentum measurement in the BMS with the reconstructed track measurement
from the beam telescope only the time information from the two measurements is used. A spa-
tial correlation of the different hits is not possible, since the two detector groups are about 100m
apart. The comparison of the time measured in the BMS detectors with the time measured in the
scintillating fibres of the beam telescope allows the assignment of a momentum from the BMS to
the reconstructed beam track of the beam telescope.

Tagging of Scattered Muon

The scattered muon is selected from the reconstructed, positively charged tracks. In events, where
the signal from a hodoscope system triggered the read-out, the track of the scattered muon candi-
date has to contain hits from the two triggering hodoscopes.For events with the pure calorimeter
trigger, where the muon provoking the trigger cannot be identified, the scattered muon is only de-
tected from track segments behind the hadron absorber. To ensure, that the muon originates from
the target, the scattered-muon candidate needs to pass the entrance and exit of the target no more
than 5cm from the beam axis.
In the case, where more than one outgoing particle fulfils theidentification criteria for the scat-
tered muon, all scattered muon candidates are marked as a possible candidate. However, only the
candidate for the scattered muon with the largest momentum is used in the event.

Vertex Reconstruction

The final step in the event reconstruction is the determination of the interaction and decay vertices.
The interaction vertices, called primary vertices, are reconstructed starting from the reconstructed
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beam tracks. The so-called secondary vertices, from decaysof a neutral particle into two oppo-
sitely charged particles, are reconstructed in a second step using pairs of reconstructed tracks.
For each incoming beam particle, one primary vertex is reconstructed. Using the distance-of-
closest-approach (dca) between the outgoing particles andthe incoming muon all tracks are se-
lected, that could possibly belong to the primary vertex. The outgoing muon is always added to
the vertex, irrespectively of its dca to the beam track. It will also not be removed in the later steps
of the reconstruction procedure.
A vertex fit is performed using all selected tracks, and theχ2contribution of each track is de-
termined. The track with the largest contribution is removed if the contribution is above a given
threshold. After the removal the fit is redone and theχ2 contributions are reevaluated. These steps
are repeated until no more track has aχ2 contribution above the threshold. Since wrongly con-
tributed tracks could have introduced a bias in the vertex position that could have caused a good
track to be lost in the filtering process, a recovery procedure is applied to tracks that were filtered
out. This recovery looks at the chi-square contribution of apreviously removed track, when it is
added to the final vertex. If this contribution is below the threshold, the track will be added to the
vertex.
To reconstruct the secondary vertices from the decay of neutral particles, the dca of each pair of
oppositely charged outgoing tracks is considered. If this distance is small enough a vertex fit is
performed to obtain the position of the decay vertex. Theχ2 -value of the fit is also used as a
selection criterion for decay vertices.

4.2 The Detector Performance

The object of the data stability studies is to investigate how the asymmetry measurement depends
on the stability of the reconstructed data. Before discussing how a reliable data set for an asym-
metry measurement can be obtained, this section discusses the possible instabilities in the detector
and their effect on the data.
The asymmetry measurements in COMPASS are based on four counting rates. These are the rates
for the two target cells obtained for two different settingsof the magnetic fields of the target. Four
instead of two rates are used, because the two acceptances for events from the two target cells are
different. By calculating the asymmetry from four rates, this acceptance effect cancels in a static
detector environment, because the ratio of the two acceptances enter the asymmetry calculation
twice. However, this cancellation only occurs, when the spectrometer was stable during the mea-
surement for the two field orientations. In case of spectrometer instabilities, false asymmetries
can be introduced to the measurement. False asymmetries areunphysical asymmetries caused by
problems during data taking.

4.2.1 Instabilities in the Detector Performance

The physics asymmetries are determined for each data takingperiod separately. The result for the
full data set is afterwards calculated as a weighted mean over the different periods. This procedure
was adapted, because in between two data taking periods, access to the experiment is possible,



68 Chapter 4 Data Reconstruction and Stability Controlling

day/month-hour
14/07-02h 15/07-02h 16/07-02h 17/07-02h 18/07-02h 19/07-02h

)
p

ri
m

R
(v

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

Example for day-night effectExample for day-night effect

day/month-hour
14/07-02h 15/07-02h 16/07-02h 17/07-02h 18/07-02h 19/07-02h

)
p

ri
m

R
(v

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

day/month-hour
14/07-02h 15/07-02h 16/07-02h 17/07-02h 18/07-02h 19/07-02h

)
p

ri
m

R
(v

0.3

0.4

0.5

0.6

0.7

Figure 4.5: Example for day-night effect. The histogram shows the number of primary
vertices per reconstructed event with at least one secondary vertex. Each point represents
the value average over all events of one spill. The plot showsthe data of one period in
July 2004.

which may introduce changes in the setup.
During one data taking period, the access to the detectors iskept at the possible minimum. Never-
theless, on many occasions direct interventions are necessary resulting in changes of the detector
performance. The four most common sources of instabilitiesare discussed in the following.

External Influences

External problems have their sources outside the experimental set-up. While they cannot be
avoided, it might be possible to reduce their effect on the data.
A prominent example for an externally induced instability are temperature effects. During summer
the temperature in the experimental hall changes by about 10◦C between day and night time. This
temperature change causes a clearly visible effect in the spectrometer performance, as shown in
figure 4.5, where an indicator for the performance of the vertex reconstruction is shown for a full
period. The oscillation between day and night time can clearly be seen.
To suppress asymmetries related to the day-night-effect the change of the target field is organised
such that the field orientation is different every afternoon. An odd number of rotations per day
reduces the possibility that an accumulated day-night instability produces a false asymmetry.
Another frequent external problem during data taking are instabilities in the beam-line. However,
for the asymmetry calculation they play a minor role, because this instability occurs upstream of
the target, and is completely independent of the target cells.

Hardware problems

The most common instability occurring during data taking isinduced from hardware problems.
These instabilities include everything from a very short high voltage trip in a tracking detector to a
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Figure 4.6: Example for hardware problem. A malfunctioningtemperature sensor
switched this plane of scintillating fibre on and off for short time intervals (upper plot).
For the affected spills, the overall performance of the spectrometer is significantly re-
duced, as shown in the lower plot, where an indicator for the vertex reconstruction effi-
ciency is shown for the same spills.§

recurring malfunction of a hardware device. The difficulty of properly treating these problems lies
in their detection. Therefore a careful check of all detectors and of the recorded data during data
taking is indispensable.
While a short trip in a power supply doesn’t reduce the overallperformance of the spectrometer,
a lasting detector malfunction can cause serious problems for the data quality. This is illustrated
in figure 4.6. The upper plot shows the pseudo-efficiency (seesection 4.2.2) for one plane of
scintillating fibres for each spill of one period. One can clearly see, the plane was regularly off

§There are several reasons, why this problem was not detectedduring data taking despite the careful checks
done by detector experts and the shift crew. The most important is, that for technical reasons the main monitoring
programme is always looking at several spills simultaneously. This software shows the hit-distributions in all detectors,
which allows a verification the quality of the recorded data.Since the problematic station was never off for many spills
in a row, the missing hits from the station were not visible inthe data monitoring.
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during full or partial spills. The lower plot illustrates the consequences of this malfunction on the
overall performance. It displays the behaviour of the vertex reconstruction for the same spills. One
can see, that in the spills, where the malfunction occurs, the vertex reconstruction is less efficient.
Besides the instabilities coming directly from the hardware, the changes made to cure problems
or improve the over all performance need to be considered. These operational instabilities include
the adjustment of high voltage settings, switching on and off of detector channels or the loading of
new thresholds to suppress noise.
A large effort is made, to avoid any action on detectors that could introduce a bias in the asymmetry
measurement. If a change in the setup is needed it is applied in a way, that the data before and after
the action do not enter the same asymmetry calculation. Unfortunately, this rule can not always be
applied, since sometimes urgent problems need immediate response.

Software induced Problems

Software induced problems are introduced in the reconstruction process of the data. To avoid prob-
lems from the software, all data from the same period are produced with the same reconstruction
software. However, due to the strong magnetic field of the target solenoid, some reconstruction
options depend on the orientation of the field. The most prominent example, are positions of detec-
tors, that change slightly when the field orientation changes. A large effort is made, to accurately
align the detectors in both field orientations and thus, avoid false asymmetries induced by software
settings.

For each instability observed in the data, it would be desirable to identify the cause. This is how-
ever only feasible for larger problems affecting many spills. A simple trip in a tracking detector
can rarely be connected to a spill with a worse performance. The bigger the problem is, the more
important it is to identify its origin, for the simple reason, that only when it was identified, it can be
avoided in the future. For the analysis of the data containing the instabilities, it is then evaluated
whether the data can be used in the analysis. In principle there are two options: For a smaller
effect, the data will be used in spite of the problem. Data showing larger instabilities are removed
from the data sample for the asymmetry measurement. For all data used for the analysis it is then
estimated, how much these instabilities could affect the measurement. This estimate is taken into
account in the systematic error of the result.

4.2.2 Influence of individual detector

When observing an instability in an individual detector, it is difficult to predict, how this instability
can affect the reconstructed data. There are two reasons forthis difficulty. One is, that the tracking
system was build with a lot of redundancy. A single faulty detector plane should therefore not
be visible in the data. Only, when several detectors have simultaneous problems, the tracking
performance should be affected. The second reason is more complex. Even if the problem affects
the performance of the event reconstruction, it only has an effect on the asymmetry calculation, if
it affects the two cells differently.
These two aspects were investigated in more details, to be sure that instabilities in the data are
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treated correctly. This is done studying the behaviour of pseudo-efficiencies and macro-variables,
two important tools for data stability studies.

Pseudo-efficiencies

The so-called pseudo-efficiency are calculated for each detector plane. The pseudo-efficiency is an
approximation to the real efficiency of the detectors. It is determined from all reconstructed tracks
passing the detector planes and corresponds to the ratio of the number of hits found in the detector
to the expected number of hits. It is not a real efficiency, because the detector planes are all used
for the track reconstruction, which biases the number of expected hits. Nevertheless, the pseudo-
efficiencies can be used for stability studies, where the interest lies more on their fluctuations than
on the absolute values.

Macro-variables

To obtain a measure of the stability of the detector performance as a whole, so-called macro-
variables are used. A macro-variable is a variable describing the properties of the reconstructed
event. In general, they are not motivated by physics. Examples for macro-variables are the num-
ber of reconstructed tracks, the number of vertices per event or the total energy reconstructed in
ECAL2. While these macro-variables change from one event to the next, one can expect, that the
mean value of each spill (∼ 15000 events) should remain constant. These means of the macro-
variables from each spill are therefore good indicators forthe stability of the event reconstruction.
A good choice of macro-variables allows, in addition, to localise the origin of a problem.

Study of the Redundancy of the Tracking System

The aspect of the redundancy of detector planes was investigated using the correlations between
pseudo-efficiencies and the macro-variables. Since pseudo-efficiencies and macro-variables are
determined for each spill, one can check for correlated behaviour between a pseudo-efficiency
and a macro-variable by looking at the two-dimensional distributions and from the correlation
coefficient, that can be determined for the spills of one period. Figure 4.7 shows the distribution
of the correlation coefficients for the correlation betweenthe pseudo-efficiency of all individual
detector planes and the number of vertices per reconstructed event. As can be seen in the example,
the correlation coefficients were found to be small for all detector planes, independently of the
plane’s location or orientation. This indicates, that indeed, the redundancy of tracking stations
provides the independence on the individual tracking planes needed for a stable spectrometer.
Soon after this study, one exception to its result was discovered. The problem observed in one of
the scintillating fibre stations (see figure 4.6) had a unexpectedly strong effect on the spectrometer
performance. Since the scintillating fibres (SciFi) are theonly detectors withstanding the high
rates in the regions, where the beam is crossing, the 8 SciFi stations have to cover this region
over the whole length of the spectrometer. Thus, between SM1and SM2 only two stations with
each oneX and oneY orientation are installed. When one of the planes did not work, no track
segment crossing the SciFis was found in this zone. Therefore only those scattered muons at very
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Figure 4.7: Distribution of the correlation coefficients ofthe pseudo-efficiencies of all
324 detector planes and the macro-variable giving the “number of primary vertices per
reconstructed event with at least one secondary vertex”.

low angles were reconstructed, that could be recovered at a later step. As a result, in those spills,
where the problem occured, much less scattered muons and primary vertices were found.
This strong correlation between the SciFis and the spectrometer performance was not seen, when
looking at the correlation coefficients, because in normal operations, the fibre stations are very
stable detectors and rarely show any fluctuation, which would be needed to observe correlations.
After the origin of this problem was understood, it was curedin the next run through the installation
of an additional SciFi station in the zone between SM1 and SM2.

Acceptance Difference of upstream and downstream Cell

The main origin of false asymmetries in the measurement are instabilities in the detector perfor-
mance with a significantly different effect on the two targetcells. Therefore, it is interesting to
see, if individual detectors have a different impact on the reconstruction of events depending on
the cell, in which the scattering occurs.
This was studied using the hits from reconstructed tracks inthe individual detector planes. For
each detector plane, the number of hits of tracks from the upstream and the downstream cell were
counted separately and their ratio was observed. The idea ofthe study was to see, if there are
detector planes that have significantly more hits from tracks originating in one of the cells. Such
a detector could be more liable to cause a false asymmetry than others, since it is likely that an
instability of this detector will effect the reconstruction efficiencies of tracks of the downstream
cell differently than the efficiency of tracks from the upstream cell.
For all detector planes the observed number of hits from track of the downstream cell was about
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15% larger than the number of hits from tracks of the upstreamcell. This is not surprising, since
also more primary vertices are found in the downstream cell.Besides this general difference be-
tween the two cells, the observed hit-ratios showed a dependence on the angular regime of the
detectors. Especially the so-called large-area detectors, covering the full angular acceptance of
COMPASS, showed larger differences between the two cells, than the small angle detectors. This
difference is not surprising, since the angular acceptanceof the upstream cell is smaller than the
one of the downstream cell.
The most important result of this study was, that for no detector plane exceptionally large differ-
ences between the two cells were observed. For the treatmentof detector instabilities this means,
that no detector is significantly more liable to cause false asymmetries than the other detectors.
However, the general difference between the two cells implies, that an instability in any detector
can cause a false asymmetry.

4.2.3 False asymmetries from instabilities

To verify that no false asymmetries are present in the data set used for the asymmetry measure-
ment, fake asymmetries are calculated, where no physical asymmetry is expected. For example, in
each analysis a series of fake asymmetries is calculated, between data taken during day time and
night time, or between two data sets, divided according to the momentum direction of an outgoing
particle. Besides the kinematic of the outgoing particles also different cell geometries, different
cell geometries are used to divide the sample for a fake asymmetry calculation. With this check,
the sensitivity of the different spectrometer acceptancesof the two target cells to spectrometer in-
stabilities can be verified.
From these fake asymmetries it is possible to determine the degree of stability of the spectrometer
acceptance also for the true physics asymmetry that is analysed. If all calculated fake asymme-
tries are consistent with 0, the statistical precision of the fake asymmetries can be used to estimate
the level up to which false asymmetries in the data can be excluded. Because the acceptance of
the spectrometer is a function of the event selection, thesestudies have to be performed for each
physics analysis independently. In the case significant deviations from 0 are observed, the source
of the false asymmetry is investigated. In general, it can belocated within one subsample of the
data, which is then excluded for the physics asymmetry measurement.
One known source of false asymmetries is related to the strong magnetic field of the target magnet.
Due to this strong field, the performance of the detectors close to the target changes between two
field rotations, which can cause a false asymmetry. Therefore, two different microwave configu-
rations are used to polarise the target material, changing the orientation of the target spins relative
to the magnetic field. The false asymmetries in the measurement with one microwave orientation
can then be cancelled in the measurement with the other orientation, provided both measurements
are done with equal event statistics.
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4.3 Procedures for stability controlling

To ensure that the measurements of the physical asymmetriesare not influenced by detector in-
stabilities, a stability check of the data used in the measurement is performed and instable data is
removed.
A first preselection of stable data is achieved with the production run lists. These run lists are
based on the logbook informations and exclude all runs, where the beam or a magnet in COM-
PASS was not at its nominal setting. A detector problem does not lead to the exclusion of a run
from production. Detector problems are only treated, when their effect to the reconstructed data
can be seen.
The check of the data stability is based on the reconstructeddata. It is done in two steps. A bad
spill selection is applied to detect and remove individual spills, where a problem can be observed
in the reconstructed data. During a second procedure, called data grouping, the time evaluation of
the detector performance is checked, and the runs taken withdifferent target field orientations are
grouped into configurations for asymmetry calculation.

4.3.1 Detection of bad spills

To reduce possible influences of detector instabilities, a bad spill selection is used to remove un-
stable spills from the data set. Although bad spills have their origin in detector problems, the
check for bad spills is done using macro-variables, not pseudo-efficiency. This reflects the fact,
that many problems of individual detectors are masked by theredundancy of the tracking system.
The macro-variables used in the standard bad spill procedure are “the number of reconstructed pri-
mary vertices per reconstructed event with secondary vertex”, “the number of tracks in the primary
vertex” and “the number of beam particles per reconstructedevent”.
The definition of a bad spill is obvious. A bad spill does not have the same properties, than the
good ones, and deviates therefore in at least one observablefrom the majority of other spills. Using
this criterion, a bad spill selection “by hand” is easily done. However, the large quantity of data
available makes it necessary to devise an automated procedure for bad spill selection.
The challenge for an automated bad spill recognition lies inthe fact, that also so-called good spills
are not entirely stable throughout the whole data taking period. Instead, drifts or oscillations of
the mean values of the used observables as seen in figure 4.5, are frequently observed. It can even
happen, that the good spills are clustered around two mean values, as shown in figure 4.6. Thus,
the definition of bad spills should take these fluctuations into account.

Number-of-Neighbours algorithm

The Number-of-Neighbours algorithm makes use of the fact, that the majority of spills in each
period are good and have similar properties. The few bad spills on the other hand are expected
to deviate in at least one observed value from the majority ofthe other spills. Thus, the number
of spills with similar properties than a given spill is largefor a good spill and very small for a
bad spill. This is also illustrated in figure 4.8, where randomly generated good (dark markers) and
bad (light markers) spills are shown. The good spills are surrounded by many similar spills, while
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Figure 4.8: Illustration of the distribution of good spills(dark points) and bad spills (light
points). The distributions in the variablesa andb are randomly generated. Inside the left
box very few spills are seen, while many spills lie inside theright box. The edges of the
boxes correspond to the size of the statistical spreading ofgood spills.

hardly any spills can be found in the surroundings of bad spills.
To quantify the number of surrounding spills, an observablecalled “Number-of-Neighbours” is
introduced. The definition of a neighbourY for a spill X with properties~x uses the information
about the statistical spread of good spills~σ,

Y ∈ {neighbours ofX}⇔~y−~x <~σ , (4.3)

where~y stands for the observed properties of spillY. Thus, all spills are neighbours of spill
X, whose properties not deviate more than the expected statistical spread from the properties of
X. The definition of a neighbour is also illustrated in figure 4.8. For the two black spills, the
neighbours are all spills, that lie inside the two boxes. Onecan see, that the left spill has hardly
any neighbours, while the right spill has many.
The statistical spread of good spills can in most cases not beeasily determined. However, it was
studied, that the result of the bad spill algorithm, does notdepend on the exact choice of the range
used for the counting of neighbour spills provided it is in the same order than the statistical spread
of good spills. Therefore, the RMS of all observed spills is used to determine the range, in which
neighbours are counted.
The Number-of-Neighbours algorithm counts the numbers of neighbour spills for each given spill
X and uses this result to select bad spills. The counting procedure in the multi-dimensional phase
space is based on a binary search tree algorithm, which is presented in [87, 88]. The use of a binary
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search tree is essential in this application, because a simple approach, where the neighbourhood
condition is checked for every existing spill combination,needs much more computer time. The
advantage of the binary search tree is, that the tree structure itself already stores information about
the spill properties. Therefore, not all the spill combinations have to be checked, some spills can
be directly excluded from their position in the binary tree.
The determination of the “Number of neighbours” does not in itself constitute a selection of bad
spills. It only provides a criterion, that can be used for thebad spill removal. The minimum number
of neighbours for a good spill is determined for each data setindependently. It depends critically
on the spectrometer conditions during data taking. For a typical data taking period between 5%
and 10% of the spills are considered bad. In the case of persistent detector problems, this number
goes up to 20%. In some cases, when a detector problem occurs constantly during data taking and
affects the data with both target field orientations equally, it is decided to keep the spills affected
by this problem.
Figure 4.9 gives an example for the application of the bad spill procedure. The figure shows “the
number of primary vertices per reconstructed event” as a function of the recording time for each
spill of a data taking period in 2004. The upper plot shows allspills of this period, the lower plot
only the spills that survived the bad spill procedure. One can see, that the bad spill procedure
successfully removes the spills with deviations in this macro-variable. In addition, some spills are
removed, that do not seem to have a problem, when looking at “the number of primary vertices
per reconstructed event”. These spills have a problem, thatcan only be seen in one of the other
two macro-variables. The good spills show a good overall stability, free from the main detector
problems.

4.3.2 Data grouping

After the removal of bad spills, the data taken during one data taking period are grouped to-
gether for the asymmetry calculation. For the data grouping, the information from several different
sources are combined. The logbook is used to get an overview of the different incidents during
data taking, such as periods, where no data was recorded, or periods, where a specific detector had
a problem. In addition, the reversals of the magnetic field inthe target magnet are checked.
With the information about the general occurrences during the data taking period, the stability in-
formation from the reconstructed data is checked. The spill-by-spill values of the macro-variables
and the pseudo-efficiencies are checked for the overall stability of the data. Since bad spill pro-
cedure removed all short instabilities, the focus now lies on larger structures, such as step-like
discontinuities of pseudo-efficiencies or macro-variables or the observed fluctuations from the
day-night effects. The findings from the reconstructed dataare compared to the information from
the logbook, to identify the origin of observed instabilities. In some cases, a bad run was mistak-
ingly produced, which is removed by adding its spills to the bad spill list.
For the asymmetry calculation the data from one period are grouped in time intervals with stable
detector performance, called run-configurations. For the two target-spin orientations needed for
the asymmetry measurements, each run-configuration has to include a field reversal of the target
magnet.
The grouping of the available data into run-configurations is done taking into account the re-
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Figure 4.9: Result of the bad spill procedure. The black markers show the mean values
of “the number of primary vertices found per reconstructed event” as a function of time.
Upper plot shows the distribution of all spills of the data taking period, the lower plot only
the good spills that survived the bad spill procedure.

maining instabilities in the reconstructed data. Two incidents, that should not be contained in a
run-configuration are discontinuities in macro-variablesor pseudo-efficiencies and long interrup-
tions in the data taking. No data taken before the discontinuity or interruption should be combined
with data taken afterwards. Both type of incidents are therefore strict limits of run-configurations.
In most cases, the data taken after a discontinuity can be combined with the data taken after the
next field reversal. However, if more than one discontinuityor interruption occurs between two
field reversals, the data between the two incidents cannot combined with data from a different spin
orientation and is therefore lost for the asymmetry measurement.
Thus, the data entering the run-configurations are selectedwith stricter requirements on the stabil-
ity as the data passing the bad spill removal. For the run-configurations it is ensured, that for all
spills taken with one field orientation there exist some spills taken with the opposite field orienta-
tion and the same detector situation. The amount of the two groups of spills is equalised as much
as possible.
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For a physics analysis where a lot of data are available, sucha strict treatment of instable data
is indispensable, to reduce the systematic uncertainty coming from instabilities. Otherwise, the
uncertainty due to instabilities could have a comparable size with the uncertainty coming from
statistics.
This is not the case, for physics analysis, where only a limited amount of data is available. In these
cases, instable data are treated less strict to keep a sufficiently large data set. Instead, checks for
false asymmetries are used to verify, that to a precision that is better than the statistical precision
of the data no false asymmetries can be observed. The open charm analysis, where a reconstructed
D-meson is needed for the asymmetry calculation is the most prominent example for such a situa-
tion. The number ofD-meson-candidates found in one data taking period is so small, that for the
asymmetry calculation the data of the whole period are combined. A subdivision of the events into
run-configurations is not possible.
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Reconstruction ofD-mesons

The measurement of the gluon polarisation presented in thisthesis is based on the asymmetry mea-
sured for events with charm production. Charm production is detected through fully reconstructed
D-mesons. In COMPASS two channels ofD-meson-decays are considered. Those are

D0 −→ K−π+

D⋆+ −→ D0π+
slow −→ K−π+ π+

slow ,

and their charge conjugates. The decays are solely detectedvia the signal in the invariant mass
spectrum of combinations of reconstructed particles. The decay vertex itself cannot be resolved,
since the vertex resolution inside the thick solid state target is at least 5 times larger than the decay
length of theD0-mesons. TheD0-mesons are reconstructed from oppositely charged track pairs.
The decay ofD⋆-mesons is detected in events with a reconstructedD0-meson through the slow
pion, which is produced in the decay of theD⋆-meson into aD0-meson. The requirements on the
slow pion improve the selectivity of theD⋆-reconstruction compared to theD0-reconstruction.
Therefore, the two decays are reconstructed and analysed separately.
To improve the signal of the reconstructedD0-mesons, additional cuts on its kinematic properties
are applied. In both cases – theD0-decay and theD⋆-decay – these requirements are applied on
the kinematics of the reconstructedD0-mesons. The kinematic variables, that are interesting in
this context are the momentump(D0) and the transverse momentum with respect to the direction
of the virtual photonpt(D0) of the D0. The decay angle of theD0-meson,θ⋆, is defined as the
angle of the kaon with respect to the boost-direction of theD0determined in the rest frame of the
D0

θ⋆ = ∠
(

~p(K),~vboost(D
0)

)

. (5.1)

To compare the energy of theD0 with the total energy available in the interaction, the fragmenta-
tion variable

z(D0) =
E(D0)

ν
(5.2)

is used. For the decay of theD⋆-meson the invariant mass differenceδm betweenD⋆ and D0 is
defined by

δm = m(D⋆)−m(D0) . (5.3)

79
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Besides the cuts on the kinematic properties of theD0-meson, the information from the RICH to
identify the decay products as kaon and pion is used. Especially the identification of the charged
kaon is needed for a good event selection.
The final event sample used for the asymmetry calculation contains not only the signal eventsS,
where aD-meson could be reconstructed, but also eventsB, where a fake (K, π) candidate from
combinatorial background was found. This background dilutes the signal from the charm events,
which reduces the overall significance of the measurement. To obtain the best possible significance
of the asymmetry measurement, the selection cuts were chosen to maximise the effective signal
Seff

Seff =
S2

S+B
. (5.4)

The effective signal reflects how the precision of the measured〈∆g
g 〉 depends on the selected data

sample. This can be seen from combining equations 1.45 and 1.46 to

〈∆g
g
〉 =

1
PµPT f 〈aLL〉

1
RPGF

Ameas
PGF , (5.5)

assumingAB = 0. FromRPGF = S/(S+B) andδAmeas
PGF ≈ 1/

√
S+B one obtains for the statistical

uncertainty of the measurement of〈∆g
g 〉

δ〈∆g
g
〉 ≈ 1

PµPT f 〈aLL〉
1
S

S+B

1√
S+B

∝
1

√

Se f f
. (5.6)

Thus, by selecting the cuts for a maximalSe f f, the statistical uncertainty of the measured〈∆g
g 〉

is minimised. While for the cuts on theD0-kinematics the optimal values only show little de-
pendence on selection through other cuts applied to the sample, the best criteria for the particle
identification in the RICH depend on the mixture of signal and background events, this selection
is applied to. Therefore, the RICH selection was only optimised, after all cuts were applied.
It should be noted, that it was verified for all cuts used in this analysis, that they cannot artificially
create a signal or change the shape of an existing signal ofD0-mesons. In particular the cuts used
for the particle identification were also validated using kaon and pion samples from other decays.
However, within their range of good values, the improvementof the effective signal through these
cuts can vary. The optimisation ofSe f f uses this variation to obtain the best possible selection of
D-mesons for the asymmetry calculation. This optimisation was also verified on independent data
sets to exclude the influence of a statistical fluctuation in one particular event sample.
The reconstruction starts with selecting events fulfillingall stability criteria for the asymmetry
measurement. The primary vertex of these events should haveat least two outgoing hadrons in
addition to the scattered muons. Otherwise, aD0-meson cannot be reconstructed. TheD0-meson
andD⋆-meson are then reconstructed from the possible combinations of hadron tracks in the event.
To suppress the contributions from wrong combinations firstkinematic cuts are applied. The last
selection step uses the RICH information to identify the kaon and pion from theD0-decay and,
thus, improve the observed signal ofD0-mesons.
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Figure 5.1: The selection criterion for the incoming beam: the extrapolated beam track
has to cross both target cells, as shown by the dark line. The gray line corresponds to a
beam track, that does not fulfil the criterion.

5.1 Event Selection

To obtain a event sample, that can be used for the asymmetry measurement, the stability procedures
introduced in chapter 4 are used. To ensure a good stability of the data, bad spills detected from
the bad spill algorithm (see section 4.3.1) are removed. Thesame is done for spills from bad
runs, that had been produced by mistake. Because of the small event statistics in the final sample,
the asymmetry is calculated for all the data from each data taking period and not for the run-
configurations described in section 4.3.2.
To ensure a cancellation of the muon flux, only events are selected, where the incoming muon
would cross the full target volume. This is verified from the position of the extrapolated beam
trajectory at the entrance and exit window of the target. At both windows, the trajectory should
lie within the fiducial target volume. This is illustrated infigure 5.1. It displays the example of
a beam particle with an interaction in the first cell, whose trajectory before the interaction can be
extrapolated through the second cells. A second, gray line gives the example of a beam track, that
does not cross the two cells.
The reconstructed primary vertices are the basis for theD-meson reconstruction. Since theD-
production and decay take place within the solid state target volume, a distinction between the
production and decay vertices is not possible. In the reconstruction of charm decays all particles
are joined to the primary vertex.
For the reconstruction, primary vertices are selected thatclearly lie within the volumes of the
polarised target cells. Besides the selection of vertices with Z-positions inside one of the two target
cells, the distance from the cell axis,r, is required to be less than 1.4cm and the absoluteY-position
should not exceed 1.0cm. The first requirement is used to suppress the influence of unpolarised
material at the edges of the target cells, that have a radius of 1.5cm. The second requirement
reflects the fact, that the target cells are not completely filled with polarised material. The upper
cut of 1.0cm for the vertices ensures that the measurement isnot affected by the incomplete
filling. Both cuts were applied taking into account the inclination of the target axis with respect to
the spectrometer.
Figure 5.2 shows the distribution of primary vertices in thefinal sample. The left plot gives the
distribution in the transverse plane, the right plot displays the distribution inZ. In this plot one can
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Figure 5.2: Distributions of primary vertices transverse to the beam (left) and along the
beam direction (right) for the final event sample of the 2004 data. This means, only
vertices where oneD0-candidate was found are shown and also the target selectioncuts
were applied.

clearly see the strong increase of reconstructed vertices when going toward the downstream end
of the target. This increase is an result of the multiple coulomb scattering of outgoing particles
with the target material. As a result of these interactions,low energetic hadrons might not be
detected by the COMPASS spectrometers, and in addition, the scattering also reduces the vertex
reconstruction efficiency.
Apart from the requirements of the position of the primary vertex, some selection is also applied for
theD-reconstruction. Since theD-mesons are reconstructed from at least two oppositely charged
hadrons, a minimum number of three outgoing particles is required. This includes the scattered
muon. The particle tracks for the incoming and outgoing muonneed also to be reconstructed for
the event to be considered. Both are needed to determine the kinematics of the scattering process.

5.2 Reconstruction ofD-meson candidates

The reconstruction procedure for theD-meson candidates from the two decay channels starts from
the reconstruction of the decayingD0-meson. In the first channel only theD0-meson is detected,
in the second channel an additional soft pion is needed.
TheD0-meson is reconstructed through its decay into charged kaonand a charged pion. This de-
cay has a branching ratio of 3.8 ± 0.07% [5]. There are decay channels of theD0-meson with
higher branching ratios. However, they have the disadvantage, that more than two hadrons have to
be reconstructed in the final state, which reduces the overall reconstruction efficiency. This reduc-
tion is related to the reconstruction efficiency of the additional hadrons as well as to the fact, that
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Figure 5.3: Reconstruction ofD0-candidates. Each pair of oppositely charged outgoing
hadrons in the event is used to reconstruct aD0-candidate assuming the first hadron to be
a kaon, the second a pion the mass of theD0 is calculated and the other way around.

in these decays all decay products have smaller momenta. Since the efficiency for the detection of
a charged hadron in the COMPASS spectrometer decreases with decreasing momentum [64], this
effect becomes quite important when looking atD0-decays into three or more hadrons. Therefore,
the largest number of reconstructedD-mesons is expected from theD0-decay into a kaon and a
pion.
In the second decay analysed in this study, besides the reconstructedD0, the soft pion, a very
low energetic hadron, whose momentum is typically below 10GeV, is also reconstructed. Due
to the thick solid state target, the detection of the outgoing hadrons with such low momenta be-
comes increasingly difficult. This is reflected in the numberof D⋆-mesons reconstructed in the
spectrometer, which is less than 1/3 of the number of reconstructedD0-mesons. However, a sim-
ilar amount ofD⋆-mesons andD0-mesons would be expected, sinceD⋆-mesons have a similar
production probability, than theD0s, and the branching ratio of the decay soft pion and aD0 is
67.7 ± 0.5%. Because of the very good background suppression trough the D⋆-tag, the sample
with reconstructedD⋆-mesons is still very interesting for the determination of〈∆g

g 〉 .
Since theD0-production vertices cannot be distinguished from the decay vertices, the reconstruc-
tion of theD-mesons is done only on a combinatorial basis. This is also illustrated in figure 5.3.
For each event all outgoing particles from the primary vertices are considered. The scattered muon
is first identified and excluded from the further procedure. For the outgoing hadrons, each possible
pair of oppositely charged tracks is used to reconstruct twoD0-candidates by assuming the first
track to belong to a kaon, the second track to belong to a pion and vice versa. For both assumptions
the invariant mass of the two-particle system is calculated. For a trueD0-meson this mass should
lie at 1864.5MeV [5]. In the further steps, allD0 candidates with an invariant mass, that does
not differ more than 400MeVfrom the expected mass, are considered. Their mass distribution is
shown in figure 5.4. In this distribution no signal from theD0 decay can be observed. Instead a
very large amount of background from wrong combinations is present. This combinatorial back-
ground has to be suppressed in order to get a usable signal ofD0-mesons. To suppress the wrong
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Figure 5.4: Invariant mass spectrum of all possibleK−πcombinations. The data sample
shown corresponds to several runs of one period in 2004.

combinations kinematic cuts on theD0-candidates are used as well as the information from the
RICH. The signals from the RICH allow the identification of good(K,π)-pairs in the sample.
The reconstruction of theD⋆-meson follows the same procedure as theD0-reconstruction. In this
case combinations of three outgoing particles are considered, where for the first two the same re-
quirements are applied as for the otherD0-candidates. The third outgoing hadron corresponds to
the soft pion. It has to be oppositely charged to the kaon-candidate. In the example of figure 5.3,
this is the case for the track combinations (1,2,5) or (2,1,3). For the D⋆-candidates, where three
three particles are grouped together, more combinations are possible. In the example shown in fig-
ure 5.3, there are 18 possibleD⋆-candidates, compared to 12 possibleD0-candidates. However,
the requirement for the soft pion to be really soft, drastically reduces the possible combinations.

5.3 The D⋆-tag

The advantage of theD⋆ compared to theD0 lies in the high selectivity of the soft pion recon-
struction. Due to the small difference of the invariant masses of theD⋆-meson (2010.0MeV) and
theD0-meson (1864.5MeV), only very little energy is available for the decay of theD⋆-meson.
Taking into account the mass of the additional pion producedin this decay, one arrives at

mD⋆ −mD0 = 2010.0MeV− 1864.5MeV = 145.4MeV = mπ + 5.8MeV .

In the rest frame of the decayingD⋆ only 5.8MeV are available for the kinetic energy of this
decay. This also limits the phase space of kinematic combinations for the decay products. Since
the amount of combinatorial background found for a decay is related to the phase space available
to the decay, the mass difference ofD⋆ and D0 can be used to effectively suppress combinatorial
background.
This is also illustrated in figure 5.5. It shows the distribution of δm = mD⋆ −mD0 −mπ. For
this figure D0-candidates were used, that have a reconstructed invariantmass that is closer than
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selected with cuts on theD0-mass and the kaon identification. This preselection was
necessary to enhance theD⋆-mesons in the sample such, that the signal in theδm distri-
bution becomes visible. The histogram was fitted with the sumof a Gaussian and a root
function.

10MeV to the literature value, and, whose kaon could be identified in the RICH. Without this
preselection, the signal in theδm-distribution would not have been visible on top of the large
combinatorial background.
The figure shows, that the distribution ofδm has two components. On one hand, there is the
contribution from combinatorial background, which gradually rises with increasing values ofδm
and follows the shape of a root function. On top of this, a Gaussian like signal can be observed
aroundδm = 6MeV. The signal from theD⋆-decay is lying at the very beginning of the region
accessible by combinatorial background. Therefore, this background can be significantly reduced
with the application of a cut onδm. In this analysis,δm is selected to lie between 3.1MeV
and 9.1MeV. With this cut, the background contribution in the signal region of theD0-mass is
reduced by a factor 10, compared to the event sample without the δm-cut.
This large difference in the ratio of signal to background isthe reason to perform the analysis
separately in the two event samples. Because of the high selectivity of the D⋆-tag, the other cuts
applied to theD0-mesons are less strict for theD⋆-tagged sample. Despite the different cuts
used in the two samples, there is still a significant difference in the signal purity of the two event
samples. As a result, the effective signal of theD⋆-tagged sample is about twice as large as the
effective signal of the untagged sample, although almost 4 times moreD0-mesons are observed in
the untagged sample. Because of this very different ratio of signal and background events in the
two samples, they are also analyses separately to determinethe gluon polarisation.

5.4 Background Suppression through Kinematics

The cuts on the kinematics of theD0-meson use differences ofD0-mesons compared to the com-
binatorial background, that are coming from the productionand decay process. The two kinematic
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variables used in this context arez(D0) and cos(θ⋆). Both cuts are explained in the following.
The underlying production process forD-mesons is the fragmentation of a heavy quark. Due to
their heavy mass charm quarks behave differently in the fragmentation process than light quarks.
The essential difference is, that the meson carrying the heavy quark also carries most of the mo-
mentum of the original quark. In the fragmentation of light quarks the quark momentum is more
evenly distributed over the produced hadrons. Since the combinatorial background is essentially
coming from events with light quarks, this difference between light and heavy quarks can be used
to suppress the background. This is done with a cut onz(D0) which indicates how much of the en-
ergy available in the event is reconstructed in theD0-meson. In the case of a trueD0, this fraction
is expected to be high, while for background events much smaller values ofz(D0) are observed.
In figure 5.6 the distribution ofz(D0) for a sample, where theD0-signal was enhanced, (black
solid line), and for a sample of background(K,π)-pairs (red, dashed line) are shown. In the sam-
ple with enhanced signal, the signal purity was increased to∼ 50% to illustrate the properties
of the expected signal. The selection criteria used for the enhancement do not correspond to the
final selection cuts. Instead much stricter cuts for the kaonidentification (see section 5.5) and the
invariant masses are used. With these cuts a high signal purity could be achieved, without cutting
in the distributions of the variables discussed in this chapter. The sample with background can-
didates was obtained by simply requiring the mass of the(K,π) pair to lie outside the expected
signal region. In the figures 5.6, 5.7 and 5.8 both histogramsare normalised to have an integral of
1 to show the differences in the distribution of the two samples. One should keep in mind, that in
the original sample ofD0-candidates, there are about 50 background events per signal event.
Figure 5.6 shows, that a cut onz(D0) > 0.2 can be used to suppress background candidates with-
out loosing many signal events. For theD⋆-tagged sample a cut ofz(D0) > 0.2 was used. For the
untagged sample a stricter cut was needed, thusz(D0) > 0.25 is required.
Besides the energy fractionz(D0), one could also expect differences in the transverse momentum
pt(D0) between the signal and the background events. The high transverse momentum of the pro-
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Figure 5.7: Thept-distribution for D0-candidates shown for a sample of pure background
events (red, dashed histogram) and a sample, where the signal fraction was enhanced
(black, solid histogram). Both distributions are shape normalised.

duced hadrons is used in other analyses to identify photon-gluon fusion events [45]. Thus, one
might expect theD-mesons, that are also produced through photon-gluon fusion, to have higher
transverse momenta than the combinatorial background, that is produced in other processes. The
distributions for the signal enhanced sample (black, solidline) and the background sample (red,
dashed line) are shown in figure 5.7. It is obvious, that a distinction between the two samples
using this variable is not possible. Both distribution are show a strong rise towards lowpt . This
can be understood from looking at the production mechanism.In the case of charm production,
most of the energy available in the photon-gluon system is used to produce the heavy quark pair.
Therefore, in contrast to the light quark pairs produced in PGF, high transverse momenta are not
expected for the two charm quarks.
The second quantity that is effectively used to suppress thecombinatorial background in theD0-
decay angleθ⋆. In the rest frame of theD0-decay, an isotropic distribution of the decay products
in all directions is expected. Since for the combinatorial background the(K,π)-pair was not pro-
duced in a real decay, a peaked angular distribution distribution is expected. The peak is coming
from the boost into the rest frame of the assumed(K,π)-pair. In the case, where no kaon is present,
the boost vector will still be calculated assuming the kaon mass for one of the hadrons, which then
leads to very small angles between the direction of the kaon candidate and the boost vector. There-
fore theD0-decay angleθ⋆ can be used to suppress background events.
This is also illustrated in figure 5.8, where the solid histogram shows the distribution of cosθ⋆

for the signal enhanced sample and the dashed histogram shows the distribution for the back-
ground. The signal enhanced sample is rather uniformly distributed over the full angular range,
while the background events are mainly lying close to cosθ⋆ ≈ 1. Thus, a cut of|cosθ⋆| < 0.85
is used for theD⋆-tagged candidates, while for the untagged candidates the stricter requirement
of |cosθ⋆| < 0.5 is applied.
With the selection cuts described in this section, the signal purity could already be enhanced sig-
nificantly. However it is not yet high enough to allow the samples to be used in the asymmetry
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determination. The selection of theD0-candidates can be greatly improved with the application
of the RICH selection, which will be discussed in the next section.

5.5 The Use of Particle Identification

In figure 5.9 the invariant mass distribution for theD⋆-tagged sample is shown after the applica-
tion of the kinematic cuts described in the previous section. When looking at the signal region, i.e.
about 2σ around the peak of the Gaussian signal, the ratio of signal tobackground events is around
0.24. In the case of the untagged sample the situation is a lot worse. Without the background sup-
pression through theD⋆-tag, the signal of theD0-meson is hardly visible. It is estimated, that the
ratio of background to signal events in this sample is largerthan 20.
For a further suppression of the background(K,π) pairs, the information recorded in the RICH
for the selected track pairs is used. This allows the suppression of all track pairs where the kaon
and pion candidate could not be identified in the RICH. Especially for the kaon a large suppres-
sion factor is expected, since only about 10% of the originalbackground combinations contain a
real kaon [86]. For the identification of the two hadrons the reconstructed RICH information (see
section 4.1.3) is used. Here, both methods described in section 4.1.3 were used. Theχ2 -method
was applied to the data taken in 2002 and 2003, for the data from 2004 the likelihood method was
applied.
Both methods can only be applied to particles with a momentum above the Cerenkov thresholds
for the RICH detector (see section 2.4). The momentum ranges, that can be used for the parti-
cle identification, are shown in figure 5.10, where the reconstructed Cerenkov angles are plotted
versus the momentum of the reconstructed tracks. The figure shows the three bands for the three
mass hypothesis of pion, kaon and proton. In the upper left corner, a small fraction of the electron
band can also be seen. From the figure one can deduce the momentum ranges, in which the dif-
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Figure 5.9: Invariant mass spectrum of the(K,π)-pairs for theD⋆-tagged sample before
the RICH cuts were applied. The curve shows the result of a fit to the data, where the
sum of a Gaussian and an exponential background function wasused. The signal to
background ratio is about 1:4 in the signal region (±2σ). The data sample shown here
corresponds to 7 data taking periods of 2004.

ferent particle types can be identified. To identify kaons, the momentum has to be above the kaon
threshold of around 9GeV, for pions the threshold lies around 2.5GeV and for protons it is around
17GeV. The upper momentum limits for a good particle identification are not as clearly visible.
One can see in figure 5.10, that the separation of kaon and pionband is increasingly difficult when
going to momenta higher than 40GeV. However, at these high momenta much less combinatorial
background contributes to the twoD0-samples. Therefore, it was decided to use an upper limit for
particle momenta for the RICH identification of 50GeV.
The identification criteria for kaon and pion depend on the method available for the data set. To
identify a kaon based on theχ2 -method (see section 4.1.3), the differentχ2 -values calculated for
the kaon-candidate are examined. For a positive identification, theχ2 -value for the kaon hypothe-
sis has to be the smaller than all others and smaller than 5, toensure a reliable fit of the Cerenkov
signal.
For the identification with the likelihood method, all likelihood values belonging to the kaon-
candidate are used. In general, a particle was identified as akaon, when the likelihood for the kaon
hypothesis was larger than all other likelihoods, including the background likelihood. However,
for the open charm analysis it was observed, that for the kaon-candidates, the kaon-likelihood and
the pion-likelihood are very close. Many kaons have reconstructed momenta in the region, where
the two Cerenkov bands already overlap and the signal from theRICH becomes ambiguous. To
avoid loosing too many good kaons from this region, a cut on the likelihood-ratio of kaons and
pions to be larger than 0.98 (1.02) was applied. Here, the second value was used for a subset of the
data from 2004, that were produced with a different version of the likelihood analysis. In addition,
the ratio of the kaon-likelihood to the background likelihood was used, to improve the quality of
the RICH selection. With a cut on this ratio to be larger than 1.24 (1.06) all those candidates are
removed, where the observed Cerenkov signal does not show much difference from a background
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Figure 5.10: Reconstructed Cerenkov angles versus the momentum of the particle’s
tracks. The entries referring to particles identified as pions have been suppressed by a
factor of 3; those referring to particles identified as protons have been multiplied by a
factor of 4.

event. The values of the two cuts were chosen to optimise the effective signal of the selected
D0-mesons. It is clear, that they were tuned to the requirements of the open charm analysis, where
a small amount of signal is surrounded by a very large combinatorial background. The cuts were
therefore also checked on other kaon samples, e.g. fromΦ-decays.
For the identification of the pion-candidate, the availablereconstructed RICH information – like-
lihood or χ2 values – of the reconstructed track are used. For the identification through the like-
lihood method, the likelihood of the pion hypothesis has to be the largest likelihood for this track.
Additional requirements, as for the kaon identification, are not used for the pion identification,
since most pion-candidates are expected to be pions.
For a positive identification from theχ2method, theχ2 -value for the pion hypothesis should be
smaller than all otherχ2 -values and smaller than 5. In the untagged sample an additional back-
ground suppression is achieved by requiring the momentum ofthe pion candidate to be larger than
9GeV. For theχ2 -method the requirements for the pion identification in theD⋆-tagged sample
are a bit more relaxed. Instead of requiring a full identification of the pion based on theχ2 -values,
it is only required, that the pion cannot be identified as a kaon. This change was added to improve
the efficiency of the RICH selection.
Figure 5.11 shows an invariant mass spectrum ofD⋆-taggedD0-candidates after the application
of the RICH selection. The improvement in the observed signal obtained with the RICH is evident,
when comparing figure 5.9 and figure 5.11. The background in the sample is be suppressed by a
factor 5, while the signal of theD0-meson is reduced by less than 10%. For the untagged sample
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Figure 5.11: Invariant mass spectrum of the(K,π)-pairs for theD⋆-tagged sample after
the RICH cuts were applied. The curve shows the result of a fit to the data, where the
sum of a Gaussian and an exponential background function wasused. The signal to
background ratio is about 1.2:1 in the signal region (±2σ). The data sample shown here
corresponds to 7 data taking periods of 2004.

the effect of the background suppression is even larger.

5.6 The final spectra

Before the extraction of〈∆g
g 〉 , the two event samples are scanned for events with twoD0-

candidates in both samples. For the asymmetry calculation every event is only used once. So,
events that have two candidates are treated in the followingway: If one of the candidates belongs
to the D⋆-tagged sample, the other candidate to the untagged sample,the candidate of theD⋆-
tagged sample is kept, the other candidate discarded. If both candidates belong to the same sample
neither of them is used and the event is discarded. This procedure follows the principle, that the
candidate with the higher signal probability should be usedin the analysis. However, a selection
of one of the two candidates, i.e. based on kinematic criteria or the particle identification, could in-
troduce a bias in the invariant mass distribution. To selectthe candidate with the higher probability
to belong to a signal event, would introduce a difference in the treatment of signal and background
events. This should however be avoided, because the information of signal and background frac-
tions from the mass spectra will be used in the determinationof 〈∆g

g 〉 . The only other possible
treatment for events with double entries would be a random selection of one candidate. This was
however not implemented, because of the very small event fraction affected by this cut (below 4%
in the untagged sample, below 3% in theD⋆-tagged sample).
The final events samples for the three years of data taking analysed in this thesis are presented in
figures 5.12 for theD⋆-tagged candidates and in figure 5.13 for the untagged sample. They corre-
spond to a total statistics of 13300 untaggedD0-mesons and 3450D⋆-taggedD0-mesons. For the
D⋆-tagged sample an average signal-to-background ratio was reached for candidates within 2σ of
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Figure 5.12: Invariant mass spectrum of the of the(K,π)-pair for the D⋆-tagged event
samples from the data taken in 2002, 2003 and 2004.
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Figure 5.13: Invariant mass spectrum of the of the(K,π)-pair for the untagged event
samples from the data taken in 2002, 2003 and 2004.
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the maximum signal in the invariant mass, for the untagged sample the average ratio was 0.077.
Table 5.1 gives an overview over the contributions of the three different years in terms of statistics
and figure-of-merit. As can be seen, the largest contributions are coming from the data taken in
2004.

N(D0) N(BG) FOM D0/BG

2002 untagged 2032 ± 260 24194 ± 141 157 ± 42 0.084 ± 0.011

2002 D⋆-tagged 386 ± 159 557 ± 500 158 ± 178 0.693 ± 0.695

2003 untagged 3855 ± 358 46892 ± 185 293 ± 56 0.082 ± 0.011

2003 D⋆-tagged 1064 ± 59 938 ± 239 565 ± 104 1.13 ± 0.29

2004 untagged 7427 ± 512 100702 ± 277 510 ± 73 0.074 ± 0.005

2004 D⋆-tagged 2001 ± 68 1554 ± 188 1127 ± 114 1.29 ± 0.16

Table 5.1: Overview of the statistics of the tagged and untagged samples from 2002-2004.
All number are determined from the fitted curves to the invariant mass distributions shown
in figures 5.12 and 5.13. The event numbers are determined from the integrals over a 2σ-
region of the Gaussian signals The figure-of-merit and the signal-to-background ratio are
calculated from the event numbers.



Chapter 6

Cross-section forD⋆-Production in
COMPASS

In this chapter the procedure for theD⋆-meson production cross-section measurement is described
and a first estimation for the result is given. This estimation is based on the event sample, where
oneD⋆-meson was reconstructed. Thus the cross-section for the process

µN −→ µ′D⋆±X

is determined. The event sample used in this study corresponds to a subsample of the 2004 data set.
The D⋆-mesons were selected with the same selection cuts as for theasymmetry measurements
described in chapter 5. A Monte Carlo sample was analysed in parallel, where the same software
and selection cuts were applied.
The study was restricted to theD-meson sample withD⋆-tag. In the untaggedD0-sample the large
background under theD0-signal introduces large uncertainties. Therefore, this second sample was
not used.
The production cross section is determined from the number of reconstructedD⋆-mesons in the
event sampleN(D⋆±), the integrated luminosity of the event sampleL , an acceptance factorε,
which was determined from the Monte Carlo sample and the branching ratio (BR) of the D⋆-decay
that is reconstructed, using

σµN−→µ′D⋆±X =
N(D⋆±)

L · ε · BR
. (6.1)

In this chapter, the procedures used to determine the different factors in the cross-section determi-
nation will be presented. To estimate the accuracy of this cross section measurements, two analysis
were performed. In one analysis, the information from the RICHwas used, in the second analysis
it was discarded. The same procedure was followed for the real data sample and the Monte Carlo
sample, thus the resulting values for the cross-section should agree.
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Mixing Chamber

Upstream Cell Downstream Cell

Figure 6.1: The materials in the target cells. The two cells are filled with is6LiD. Because
of the incomplete filling3He and4He from the mixing chamber also contribute to the area
density.

6.1 The Luminosity Measurement

The luminosity is a scaling factor, that relates the number of observed events with the cross section:

Nevent = L σ . (6.2)

HereNevent is the number of observed events,σ the cross-section andL the integrated luminosity
for the data sample. The luminosity is a function of the amount of particles crossing the interaction
point and the size of the interaction point. It can be calculated from

L = N1
N2

A
, (6.3)

whereN1 andN2 are the number of particles from beams or targets in the interaction point andA
is the area of the particle crossing.
For a fixed target experiment the luminosity is determined bymeasuring the intensity of the beam
for N1 and the area density of the target to determineNT/A. For most experiments, the beam has
a beam spot of a much smaller size compared to the cross section of the target. In these cases, the
measured beam flux can be directly multiplied with the mass density of the target to determine the
luminosity.
In COMPASS, the size of the beam spot is in the same order than the cross-section of the target.
The cross-section of the target is therefore the size of the interaction pointA entering the luminosity
calculation. Since the beam flux is measured for all beam particles, it has to be corrected for the
part of muons that do not fully cross the target.

6.1.1 Target Thickness

The area density of the targetNT/A entering the luminosity has to be determined using all nu-
cleons in the target, not only the polarisable fraction of the target material used in the asymmetry
measurements. Therefore not only the target material6LiD and its isotopes are taken into account,
but in addition the contribution from the liquid3He and4He in the mixing chamber of the dilution
refrigerator is considered (see figure 6.1).
The number of nucleons in the targetNT is determined from the weight of the target materialmT

using
mT = NT · mnucl , (6.4)
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where the mass of one nucleon ismnucl = 1.6738·10−27kg [5]. The weight is determined using
a special scale, permitting the weight of the target material to be measured at temperatures below
100K, which is necessary to preserve the material. A full description of these measurements can
be found in [89]. The typical mass of the target material in both cells is about 350g, to this are
added about 60g of liquid helium. The exact amount of target material in the target varies between
different target fillings by a few grams.
The target density is obtained by dividing the number of nucleons in the target by the surface of
the target,

ρT =
NT

A
=

NT

πr2 , (6.5)

whereA is the surface of the target, that is perpendicular to the beam and illuminated by beam
particles. Since the width of the muon beam is larger than thesurface of the target,A is simply
size of the entrance window of the target. For the cylindrical COMPASS target,A corresponds to
a circle with a radius of 1.5cm.
For the data taking in 2004 a target density of 3.49·1025N/cm2 was obtained [90]. The relative
error on the area density of the target of 2% is coming from theuncertainty of the mass and volume
measurements.
This procedure to measure the area density assumes, that thedensity of the target nucleons is
homogeneous over the full surface of the target. This assumption is correct for a completely filled
target. However, in the years 2002-2004 the target was not completely filled. Therefore, in the
analysis strict cuts are applied on the fiducial target volume, for which a homogeneous target
filling can be assumed.

6.1.2 Measuring the Muon Flux

To determine the number of muons crossing the target, hits from muons in a scintillating fibre
station installed directly in front of the target are counted. This detector has a surface of a similar
size to that of the target. The standard read-out of the 96 channels of the detectors y-plane is done
via photo-multipliers. To count the muons crossing this detector, an analogue signal is picked up
at the last dynode of each photo-multiplier and combined to six individual analogue signals, each
comprising 16 original detector channels in a logical “OR”. The analogue signals are discriminated
and directed on an electronic scaler, which counts the number of hits in each spill. At full beam
intensity, the rate counted by this scaler was about 2·108 muons per spill. The uncertainty on the
scaler count is related to the electronics used to count the muons. The largest effect especially for
high beam intensities is coming from the dead time of the electronics, which reduces the counting
efficiency. On the other hand, muons can also produce two hitson neighbouring strips of the fibre
station, which the electronics cannot detect. Since all these effects have not yet been fully investi-
gated, an upper limit of 10% was deduced from the rough estimations of the two effects.
The scaler provides an estimate of the number of muons present in the spectrometer in each spill.
However, not every muon hitting the scintillating fibre station contributes to the luminosity. There-
fore, a correction factor has to be applied to the number of muons counted by the scaler [91]. This
correction factor takes several effects into account. The largest correction is coming from the ge-
ometric difference of the fibre station and the target. Only muons that cross the full target length
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Figure 6.2: The origin of the correction factor for the beam flux counted by the scintillat-
ing fibre stations. The upper track hits the station but not the target, the lower track hits
both. A correction factor is used to correct for these geometric effects.

inside the fiducial volume should enter the luminosity determination. This is illustrated in fig-
ure 6.2, where two beam tracks entering the target zone are shown. Both hit the fibre station, but
only one of them fully crosses the target. The other one should not be used in this measurement.
The ratio of hits in the fibre station versus usable beam tracks is determined from random trigger
events using reconstructed beam muons that do not interact in the target. To determine the fraction
of usable beam tracks, all beam tracks in a time window aroundthe trigger signal of the random
trigger events are reconstructed. Then it is checked, how many tracks hitting the fibre station also
cross both target cells.
An additional correction comes from the reconstruction efficiency of the beam momentum station.
It was also determined using random trigger events. For beamtracks without interaction in the
target two momentum measurements are available in COMPASS. The measurement of the BMS
can be compared to a measurement in the small angle spectrometer, using the field of SM2 for the
momentum determination. From such a comparison, the reconstruction efficiency of the BMS was
identified to be 96% [92].
For 2004, the correction factor for the scaler rate of the scintillating fibre station 2 was determined
to be 0.58± 0.03. The uncertainty of this number has two origins. On one hand, a slight differ-
ence in the result was observed, when using two differently generated random triggers [91]. On
the other hand, for the study presented here, not all random trigger events recorded in 2004 were
available, resulting in a higher statistical uncertainty of the result.

6.1.3 Dead-times in Data Taking

Another factor entering the luminosity of an experiment, isthe data taking efficiency. This effi-
ciency is related to the fact, that the detectors cannot record a new event at any given moment.
In particular, when the data acquisition is already busy recording a previous event, the detector is
blind to what happens in the target. This dead-time of the spectrometer is induced by the data ac-
quisition system. In 2004, the dead-time of the COMPASS DAQ in2004 was 5%. The luminosity
determined from the beam flux and the target mass is correctedby this dead-time, to obtain the
luminosity for the recorded events. The relation between the recorded luminosityLrecorded, that
is used for the cross-section measurement, and the true luminosityLtrue obtained from beam and
target is

Lrecorded = (1−Tdead)Ltrue , (6.6)
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whereTdead is the dead-time of the spectrometer.
The second dead-time appearing during data taking is the dead-time of the veto system. When a
halo muon hits one of the veto detectors, the veto signal willbecome active. While the veto is
active, all good muons interacting in the target are prevented from causing a trigger. To reduce
this so-called veto dead-time as much as possible, the veto signals are kept as short as possible.
Moreover, different veto signals with different rates are used for the different physics triggers.
Thus, one single dead-time factor cannot be given for the full trigger system. The different
dead-times induced by the veto system are also reported in [71]. When determining a cross
section, the veto dead-time is not included in the luminosity. Instead, the different values for the
veto dead-time are included in the Monte Carlo simulation of the spectrometer. Depending on the
physics trigger of the event, the event can be rejected with aprobability that corresponds to the
dead-time of the veto used for this trigger.

For the data set used for this cross section determination a total flux of
Ncounted

µ = 22.5·1012 ± 10% muons was counted by the fibre station. This number is
multiplied with the correction factor and DAQ dead-time to obtain the corrected muon flux of
Ncorr.

µ = 12.4·1012 ± 11%. The integrated luminosity obtained for this data sample is

L = 0.43fb−1 ± 12% .

6.2 Determination of the Acceptance Factor

The acceptance factorε comprises the probability of aD⋆-meson produced at COMPASS energies
to have three reconstructible decay products within the COMPASS acceptance and the efficiency
for the D⋆ to be reconstructed in the COMPASS spectrometer. It is determined using Monte Carlo
events generated with the AROMA generator [93]. This generator simulates events where a heavy
quark is produced in the PGF process (see section 1.3.1), which is the principal process for charm
production in COMPASS.
To determineε the detector response for the generated events is simulated. The four-vectors of
the generated particles were fed into a simulation of the COMPASS spectrometer, in which the
interactions of the particles with the different detectorswere simulated. These simulated detec-
tor events were then reconstructed using the standard CORAL data reconstruction as described in
section 4.1 to obtain reconstructed events. From these events D⋆-candidates were reconstructed
using the all selection cuts described in chapter 5. An exception is made for the RICH selection,
which is only used in one of the two analysis. In the second analysis for the cross-section mea-
surement the generated RICH information was not used. The finalspectrum of theD0-mass of the
generated event sample with RICH selection is shown in figure 6.3. In this spectrum practically no
background is present under theD0-signal, because the Monte Carlo event sample only contained
signal events.
During the full procedure the number of events passing each simulation or reconstruction step were
recorded. A total of 72028 events were generated in the AROMAgenerator. Of these, 60000 sim-
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Figure 6.3: The invariant mass distribution of theD0-candidates of theD⋆-mesons from
the Monte Carlo sample. The plot shows the distribution for the sample where RICH
selection was also applied.

ulated events passed the selection criteria for reconstructed events. TheD⋆-meson reconstruction
procedure reduces this number very strongly. With no RICH selection applied, only 4189± 68
D0-mesons were found in the signal, when the RICH cuts are appliedthis number is reduced to
2839± 54. Both numbers are taken from a fit to the spectrum, the error corresponds to the error
from the fit. This large reduction of the producedD-mesons is related to the fact, that a large
fraction of theD⋆-mesons are produced with relatively small momenta which isreflected in the
decay products. Especially the slow pion, which has in many cases a momentum around or below
1GeV, is often stopped before exiting the thick target.
From the numbers given above, the acceptance factor for theD⋆-mesons produced in COMPASS
can be determined using

ε =
N(D⋆

reconstructed)

N(D⋆
generated)

. (6.7)

For the D⋆-reconstruction without the particle identification in theRICH, an acceptance factor
of εnoRICH = 0.058± 0.001 was obtained. For the sample, where also the RICH selectionwas
applied, this factor wasεwithRICH = 0.039± 0.001.
Before these acceptance factors are used to obtain the cross sections for theD⋆-production, the
reliability of the Monte Carlo information is verified. For that purpose the distributions of Monte
Carlo generated events and real data were compared. To both samples all selection cuts were
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Figure 6.4: Comparison of the distributions of the Monte Carloand the real data samples
for kaon momentump(K) and pion momentump(π) in the upper row, the momentum
fraction z(D0) and theD0-decay angle cosθ⋆ in the middle row, andQ2 andxBJ in the
lower row.
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applied and the comparison was restricted to events, where the mass of theD0-candidate was in
the region of the expected signal. This was done to suppress the influence of the combinatorial
background in the real data sample. It was also tried to compare the Monte Carlo distributions
with the background subtracted signal distributions from real data. However the statistical error in
the distribution introduced by the background subtractionwas so large, that a comparison with the
Monte Carlo sample was not possible. In figure 6.4 the distributions for the Monte Carlo and the
data sample are shown for some of the variables. One can see, the the agreement between the two
samples is reasonable, but not perfect. While in the regions with large statistic the agreement is
generally good, at the edges of the distributions larger discrepancies can be observed.
As a consequence, a larger error needs to be assigned to the acceptance factors. To quantify the
effect of different distributions on the final number ofD⋆-mesons, a simple estimation was made.
Since for most of the variables, the agreement between the real data and the Monte Carlo events
was better than 20%, an additional relative uncertainty of 20% was assigned to the acceptance
factors, leading to total errors of 0.0012 (0.008) for the analysis without (with) RICH selection.
The final values for the acceptance factor are

εwithRICH = 0.039± 0.008

and
εnoRICH = 0.058± 0.012 .

6.3 Determination of the Number of ReconstructedD⋆

For the measurement of theD⋆-production cross section, a subsample of the data taken in 2004
was used. This subsample was selected from periods that had been produced with the same version
of CORAL. From the events collected during the 7 data taking periods the D⋆-candidates were
reconstructed, using the procedures described in chapter 5with the same selection cuts on the
events, vertices and the reconstructedD⋆-candidates as for the Monte Carlo sample. To determine
the number ofD⋆-mesons in the final event samples, the mass distribution of the D0-candidates is
considered. A fit is applied to the mass-spectra ofD0-candidates. The fit function was formulated
in such a way, that the number ofD0-mesons in the signal of the Gaussian is one of the fit param-
eters. The fit provides therefore directly the number ofD⋆-mesons produced in the sample and its
uncertainty including the correlations with the other fit-parameters.
The two analyses with and without the RICH selection result in two different numbers of recon-
structedD⋆-mesons. The number ofD⋆-mesons in the final samples are

N(D⋆±)withRICH = 1194± 55

and
N(D⋆±)noRICH = 1408± 105 .

For the cross-section determination the selection criterion to have exactly oneD⋆-meson per re-
constructed event was also applied. At first sight, this criterion does not seem necessary, since the
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Figure 6.5: The invariant mass distribution of theD0-candidates of the real data
D⋆-meson sample used for the cross-section determination. The plot shows the distri-
bution for the sample where RICH selection was applied.

cross-section is determined for the process

µN −→ µ′D⋆±X

independently of the question whetherX contains a secondD⋆-meson. However, the treatment of
events with twoD⋆-candidates is not straightforward in this analysis. This is mainly because the
cross-section is determined for the process, where at leastoneD⋆-meson was produced in theµN
scattering. So, an event where twoD⋆-mesons were produced should enter the final sample only
once.
The decision to reject events with more than oneD⋆-candidate is based on the following consid-
eration. The number of reconstructed trueD⋆-mesons is taken from the amplitude of the signal in
the invariant mass distribution. For a perfect fit, this number is independent of the amount of back-
ground below the signal. Of course, the fit applied here stillshows fluctuations in the background
description, but their influence on the size of the signal is neglected in the following.
Therefore, only events, where a trueD⋆-meson was produced, are considered for the cross-section
analysis. For these events it is generally assumed, that their production is well described by the
AROMA event generator. The events from the Monte-Carlo sample used in the analysis and the
events from real data with a trueD⋆-mesonhave therefore the same properties. This holds not only
for the kinematics of the producedD⋆-meson but also for the other particles in the event. Thus,
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the generated and the real events have the same probability,that a secondD⋆-candidate is found
in the sample irrespective of whether this is a trueD⋆-meson or background. The rejection of
events with more than oneD⋆-meson-candidate reduces therefore the signal in the real data and in
Monte-Carlo by the same factor, which then cancels in the cross-section calculation.
Of course, this cancellation only occurs for a perfect description of the real events by the Monte
Carlo generated sample. However, as shown in figure 6.4, thereare still some discrepancies be-
tween the events from real data and the generated events. Thework to improve the description
of the real data by the simulated events is ongoing. For this first estimate of theD⋆-production
cross-section, the existing discrepancies between data and Monte Carlo are the reason for large
systematic uncertainty assigned to the acceptance factorε. This uncertainty also includes the ef-
fect of the rejection of events with twoD⋆-candidates.

6.4 The Resulting Cross Section

The final ingredient needed to determine the cross section for D⋆-production in the COMPASS
experiment is the branching ratio for theD⋆-decay

D⋆± −→ D0π±
slow −→ K∓π± π±

slow .

This branching ratio is taken from [5] and has the value

BR = 2.5± 0.06% .

For the analysis where the information from the RICH was not used, the result of the cross section
is

σwithout RICH = 2.26± 0.56nb ,

for the analysis with the RICH selection cuts the result is

σwithRICH = 2.85± 0.68nb .

The relative errors of the different contributions were added in quadrature to obtain the final errors.
Within the limited precision of the final values, the two results agree. The study has shown, that the
limiting factor for a more precise prediction of theD⋆-production cross section is the agreement
between Monte Carlo and real data. The 20% uncertainty assumed for the acceptance factor is
the largest error and makes up most of the total error which isabout 24% for the final result. The
statistical uncertainty of the number of reconstructedD⋆-mesons, which is the limiting factor in
the measurement of the gluon polarisation discussed in chapter 7, only contributes with 5% (7%)
in the analysis with (without) the RICH.

From the values above one can conclude, that in COMPASS theD⋆-production cross-section
is probably around 2− 3nb. This result can be compared to other measurements of theD⋆-
production cross-section in lepton-nucleon scattering. The meanQ2 obtained from the finalD⋆-
sample used in the cross-section determination in COMPASS is〈Q2〉 = 0.6GeV2. The Q2 of
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the COMPASS measurement lies therefore between the photo-production region and the DIS re-
gion from measurements at HERA. The H1-experiment has published a measurement of theD⋆-
production cross-section for both regimes [94, 95]. The inclusive D⋆-cross section measured by
H1 for photo-production events (Q2 < 0.01GeV2) is 6.45± 0.46(stat.) ± 0.69(syst.)nb, for the
DIS regime (2GeV2 < Q2 < 100GeV2) the inclusiveD⋆-production cross-section was measured
to be 2.90± 0.20(stat.)+0.58

−0.44(syst.)nb.
The measurement presented here shows a good agreement with the measurement from H1 in the
DIS regime. The difference between the value from COMPASS andthe measurement from H1 for
photo-production events is a bit larger, but the two values are in a reasonable agreement consider-
ing the large uncertainty of this first estimation of theD⋆-production cross-section in COMPASS.
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Chapter 7

Determination of the Gluon Polarisation

In this chapter the extraction of the gluon polarisation from the event samples selected in chapter 5
will be explained and the result for〈∆g

g 〉 will be presented. Before entering into the details of the
extraction method, a few kinematic plots from the final eventsamples are shown allowing conclu-
sions about the production process of the observedD-mesons. In the next section the extraction
method will be explained. To determine〈∆g

g 〉 from the selected events, additional quantities are
needed. Their determination will also be discussed. In the last section the results obtained for the
gluon polarisation are presented and compared to other measurements of the gluon polarisation.

7.1 Properties of the final data set

In figure 7.1 the distributions of the muon inelasticityy, the “Bjorken x”,xBJ = Q2/2Mν , and the
negative four-momentum transfer squaredQ2 for the final D⋆-tagged and untagged event sample
are shown. These distributions can be compared with the expectations related to the PGF produc-
tion mechanism.
The muon inelasticityy of the events, where a reconstructedD-meson candidate was found, covers
a range between∼ 0.25 and∼ 0.9. From these values ofy the average centre-of-mass energyW
of the photon-nucleon system can be calculated in the protonrest frame [96]

W2 = −Q2 + M2
n + 2νM . (7.1)

The values ofW lie between 11GeV and 18GeV which is the expectation for fixedtarget in-
teractions (see figure 1.14). The range ofW covered by the selected events is clearly above the
threshold for the production of a charm quark pair through the PGF process.
The middle diagram of figure 7.1 shows the distribution ofxBJ. This diagram should be compared
to figure 1.13, showing the different predictions for charm production via the PGF process and
via the QPM process with intrinsic charm in the nucleon. When comparing the distribution ofxBJ

from figure 7.1 to the curves from figure 1.13 it is clear, that the hypothesis of intrinsic charm in
the nucleon can be excluded. The observed values ofxBJ are much smaller than they would be in
the case ofD-meson-production by intrinsic charm.
As explained in section 1.4,xBJ does not correspond to the momentum fraction of the nucleon
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Figure 7.1: Distributions ofy, xBJ and Q2 for the sample of selectedD-mesons. The
red, dashed lines show the histograms of theD⋆-tagged sample, the black solid line the
untaggedD0sample.
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carried by the gluon. The momentum fraction of the gluon,x, cannot be measured from the recon-
structed events, because only one of the charm quarks from the PGF process was reconstructed.
Instead,x has to be determined from events generated with the AROMA Monte Carlo generator.
For the generated events, where the reconstructedD⋆-meson passed all selection cuts that are also
applied to the real data, the generatedx was used. The mean was the determined for the weighted
generated events using

〈x〉 =
∑eventsωi xi

∑eventsωi
, (7.2)

where the same event weights as in the determination of〈∆g
g 〉 from real data (see equation 7.11)

are applied to take into account the correlation betweenx and the analysing poweraPGF
LL (see

section 7.3.1). The mean value ofx obtained for the weighted Monte Carlo events is

〈x〉 = 0.11+0.11
−0.05 .

The last plot in figure 7.1 shows the distribution ofQ2 for the final event sample. The mean
value is〈Q2〉 ≈ 0.5GeV2, but one can see from the distribution, that a lot of events take place
at much smallerQ2. The samples extends therefore from quasi-real photo-production to deep-
inelastic events. In this context, the most significant difference between the exchange of a quasi-
real or a virtual photon is the contribution of resolved photon processes, which is larger for photo-
production events. The overall fraction of resolved-photon events is estimated to be below 1% for
the events in this channel (see section 1.4). Thus, their contribution was neglected.
For charm production, the scale of the hard process,γg → cc̄, is not given byQ2. Instead ˆs, the
invariant mass of theγ-g system is relevant. Since in this system two charm quarks are produced,
ŝ has much larger values thanQ2. Like x it cannot be calculated from the reconstructed data, and
is determined from Monte Carlo generated events. The mean value of ŝ for this analysis is

〈ŝ〉 = 13GeV2 .

Since the value of ˆs is essentially determined from the high mass of the two charmquarks pro-
duced in theγ-g system the correlation withaPGF

LL is less strong, so this mean was determined for
unweighted events.

7.2 Measurement of the gluon polarisation

To measure the gluon polarisation from the reconstructedD⋆-mesons in the final sample, the count-
ing rates for the different target orientations are used. The counting rate for events from interactions
with a polarised beam (Pµ) and a polarised target (PT) is given by

N = εΦNT (σPGF +σCBG)

(

1+PT Pµ f

[

aPGF
LL

σPGF

σPGF +σCBG
〈∆g

g
〉+aCBG

LL
σCBG

σPGF +σCBG
ACBG

])

,

(7.3)
whereε, Φ andNT are the acceptance factor (see section 6.2), the muon flux crossing the target
and the number of nucleons in the target material. The dilution factor f and the analysing power,
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aPGF
LL andaCBG

LL will be described in the next section.σPGF (σCBG) is the production cross-section
for D-mesons (combinatorial background) in the final event sample.
The counting rate in equation 7.3 is composed from the counting rate for an unpolarised target or
beam (Pµ = 0 or PT = 0) and a polarisation dependent part, which depends on the gluon polari-
sation〈∆g

g 〉 for the events with theD-mesons and on a possible background asymmetryACBG for
the combinatorial background in the sample. To extract〈∆g

g 〉 andACBG these contributions are
separated with the help of weighted events [97].
The spin-independent part contains the information about the number of target nucleons, the muon
flux and the acceptance factor. This unpolarised part of the counting rateNunpol is given by

Nu,d
unpol = ∑

N u,d
EXP

i=1 εu,d
i (7.4)

= εu,d Φu,d Nu,d
T (σPGF +σCBG) , (7.5)

whereN u,d
EXP = Φu,d Nu,d

T (σPGF + σCBG) is the expected number of events with aD-meson from
a PGF (σPGF) or from combinatorial background(σCBG), that are produced in the interaction of
Nu,d

T target nucleons andΦu,d beam muons. The acceptance factorεu,d
i indicates the probability

for each event to be detected and reconstructed in the final event sample. It depends on the event
kinematics as well as the properties of the producedD-meson. The overall acceptance for the
events is given byεu,d and is the average of allεu,d

i .
The measurement of the gluon polarisation uses the event rates of four different event samples
simultaneously. They correspond to the events in the upstream cell, when the cell was polarised
parallel (Nu) or anti-parallel (N ′u) to the beam, and the equivalent rates from the downstream cell
(N ′d andNd). When comparing the unpolarised parts of the four counting rates, one obtains

Nu
unpol

Nd
unpol

=
εuΦuNu

T (σPGF +σCBG)

εd Φd Nd
T (σPGF +σCBG)

=
εuΦuNu

T

εd Φd Nd
T

=
εuNu

T

εd Nd
T

and (7.6)

N ′u
unpol

N ′d
unpol

=
ε ′uΦ′uNu

T (σPGF +σCBG)

ε ′d Φ′d Nd
T (σPGF +σCBG)

=
ε ′uΦ′uNu

T

ε ′d Φ′d Nd
T

=
ε ′uNu

T

ε ′d Nd
T

(7.7)

Here, the requirement, that each beam muon should cross bothtarget cells (see section 5.1), lea-
ding toΦd = Φu andΦ′d = Φ′u, was applied for the last simplification. To further simplify the
expressions for the unpolarised contribution, it is assumed, that changes in the acceptance between
the two settings of the magnetic field, affect both cells in the same way,

εu

εd =
ε ′u

ε ′d
. (7.8)

The validity of this assumption is checked during the data stability procedures described in chap-
ter 4. In the course of the data stability studies, all data are removed, where instabilities in the
spectrometer from data taking could be observed. For the final results various additional checks
are performed to determine the possible systematic error introduced through this assumption (see
section 7.4).
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Using this assumption, the unpolarised parts of the four counting rates can be related through

Nu
unpol

Nd
unpol

=
N ′u

unpol

N ′d
unpol

. (7.9)

To separate the contributions of〈∆g
g 〉 andACBG a double event weighting is applied. When looking

at

Nk = Nk
unpol

(

1 + βk
PGF 〈

∆g
g
〉 + βk

CBGACBG

)

, k∈ {u, ′u,d, ′d} , (7.10)

which is a simplified expression of equation 7.3 wherePT Pµ f aPGF
LL σPGF/(σPGF + σCBG) and

PT Pµ f aCBG
LL σCBG/(σPGF + σCBG) were replaced byβPGF andβCBG, it becomes clear, that〈∆g

g 〉
(ACBG) is most apparent in events whereβPGF (βCBG) is large. Therefore, weighting each event
with βPGF enhances the effect of〈∆g

g 〉 in the data, whereas the background asymmetryACBG is
enhanced for events weighted withβCBG. This effect of the event weighting is further described
in [98, 99]. The ideal choice of the event weights for a good determination of〈∆g

g 〉 andACBG are
therefore the diluting factorsβPGF andβCBG. However, one requirement for an event weight is, that
it should be constant in time [98]. This is not the case for thetarget polarisation,PT . During the
measurements, the target was either still radiated with microwave to increase the polarisation or in
the frozen spin mode, where the nucleon spins slowly relaxed. Thus, the degree of polarisation in
the target is changing with time. The target polarisation was therefore excluded from the weights.
The event weights used for the analysis are given by

ωS = Pµ f aPGF
LL

σPGF

σPGF +σCBG
(7.11)

ωB = Pµ f aCBG
LL

σCBG

σPGF +σCBG
(7.12)

With these event weights, we can formulate two relations between a measured sum-of-weights,

∑Nk

i=1 and〈∆g
g 〉andACBG for each of the four event samples. This gives us eight equations like

Nk

∑
i=1

ωi
S = αk

S

(

1 + 〈βk
PGF〉S〈

∆g
g
〉 + 〈βk

CBG〉SACBG

)

(7.13)

Nk

∑
i=1

ωi
B = αk

B

(

1 + 〈βk
PGF〉B〈

∆g
g
〉 + 〈βk

B〉BACBG

)

(7.14)

with

〈βk
P〉W =

∑Nk

i=1ωWβk
P

∑Nk

i=1ωW

(7.15)

where the indexk ∈ {u, ′u,d, ′d} stands for the four event samples,W ∈ {S,B} stands for the two
different weights andP ∈ {PGF,CBG} stands for the two process types, producing the data in the
final samples.
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As before, the unpolarised part,αk
W, of each sum-of-weights is factored out. From equation 7.4,

one can see, thatαk
W can be written as

αk
W = ∑

Nk
EXP

i=1 εk
i ωk

W i . (7.16)

The relation between the unpolarised parts of the counting rates, equation 7.9, remains valid in
the case of weighted events. This gives two additional equations constraining the unpolarised
contributions by

αu
S

αd
S

=
α ′u

S

α ′d
S

and
αu

B

αd
B

=
α ′u

B

α ′d
B

(7.17)

Equations 7.13, 7.14 and 7.17 provide a set of 10 equations for 10 quantities, that cannot be di-
rectly measured. Those are the eight unpolarised contributionsαk

S andαk
B (k ∈ {u, ′u,d, ′d}) and

〈∆g
g 〉 andACBG.

The eight sums-of-weighted events,∑Nk

i=1 ωi
S, and∑Nk

i=1 ωi
B and the mean value of the diluting fac-

tors, 〈βk
P〉S and〈βk

P〉B are obtained directly from the reconstructed events. Technically, they are
determined from sums over the bins of weighted histograms ofthe invariantD0-mass spectrum.
The summation limits were chosen to well contain the signal of the D0-meson and part of the
background on each side. It was verified, that the result of the asymmetry determination does not
depend on the actual choice of the integration limits.
To extract〈∆g

g 〉 andACBG from the final event samples, the 10 equations are solved for the un-
known quantities. This was done using minimisation procedure from MINUIT [100]. The proce-
dure fits a set of 10 parameters to describe the measured quantities obtained from the final event
sample. It takes into account the statistical errors of all measured quantities, as well as the corre-
lation between the sum-of-signal-weights and the sum-of-background-weights of the same event
sample.
To increase the accuracy of the result, one additional constraint was introduced. This constraint is
again based on an assumption concerning the stability of theacceptance during data taking. It is
assumed, that a change in the acceptance of one cell affects signal and background events in the
same way. This leads to the following constraint on the unpolarised contributions

αu
S

α ′u
S

=
αu

B

α ′u
B

, (7.18)

which implies through equation 7.17 thatαd
S/α ′d

S = αd
B/α ′d

B . This is a much weaker assumption
on the stability of the acceptance, than equation 7.8. Nevertheless, it was verified, that this addi-
tional constraint does not introduce a bias on the result of〈∆g

g 〉 [97, 101]. The introduction of this
last constraint makes the system over-determined, since 11constraints are given for 10 parameters.
Therefore it is possible to evaluate the compatibility of the data with the fit result [97].
The extraction of〈∆g

g 〉 andACBG is done separately for each data taking period and the two chan-
nels. In 2002-2004 there were 29 data taking periods. The final result is the average of the 29
different values using the statistical error of each resultin the calculation of the average.
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7.3 Observables needed for the measurement

This section discusses the determination of the different values needed for the extraction procedure
from the data. Several of the observables are not only used for the measurement of the gluon
polarisation, but also in other asymmetry measurements by COMPASS [23]. Their determination
is done in the standard way for COMPASS. Only the analysing powers,aPGF

LL andaCBG
LL , and the

parametrisation of the signal strengthσPGF/(σPGF +σB) are specific to this analysis and will be
discussed in more detail.

Target Polarisation

The target polarisationPT is measured with NMR coils around the target cells [102], which are
calibrated from thermal equilibrium measurements once forevery data taking year. For each cell
only one value is used in the analysis, which is the mean of thecalibrated measurements from all
coils of this cell. In the years 2002, 2003 and 2004 very similar target polarisations were achieved.
The average value of the polarisation in the upstream cell was 50%, in the downstream cell it
was 48%. The NMR coils measure the polarisation of the deuterons in the target. To obtain the
polarisation of the nucleons of the deuterons, this polarisation is corrected for theD-wave state of
the deuteron

PN
T = Pd,meas

T (1− 1.5ωD ) (7.19)

with ωD = 0.05± 0.01 [24].
A 5% systematic uncertainty is assigned to the values of the target polarisation. This uncertainty
corresponds to the spread of the NMR measurements in the samecell.

Beam Polarisation

In COMPASS, the beam polarisationPB is not measured. Instead it is determined from the mo-
mentum of the incoming muon using a parametrisation obtained in a Monte Carlo simulation,
which describes the transport of beam particles from the production target (“T6” in figure 2.1)
to the experiment and parametrises the polarisation from the ratioEµ/Eπ (see also equation 2.1).
The validity of this simulation was verified by measurementsof the beam polarisation by the
SMC collaboration [103, 104]. For the data taken in 2002 and 2003, the average beam from the
parametrisation was 76%, in 2004 it was 80%. A systematic uncertainty of 5% is attributed to the
values of the beam polarisation from the simulation used in this analysis.

Dilution factor

The dilution factor describes the fraction of polarisable nucleons participating in the interaction
with the muon beam. It depends on the number of nucleons in thedifferent materials inside the
target and on the cross-sections for the muon-scattering onthe nucleons in the different materials.
The main target material,6LiD, contains 8 nucleons per molecule of which only 4 are in a deuteron-
like spin state and can be polarised. Besides6LiD other materials can be found in the target. The
second largest contribution is the liquid helium of the dilution refrigerator, but small traces from
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other elements can also be found [89].
Taking into account the number of nucleons from the deuteronnd and from the different other
materialsnA, the dilution factorf can be calculated with

f =
nd

nd + ∑AnA

(

σA
σd

) , (7.20)

where the cross-section ratios(σA/σd) are approximately proportional to the ratios of unpolarised
structure functions(FA

2 /Fd
2 ). FA

2 andFd
2 are expressed per nucleon.

In COMPASS, the dilution factor is calculated as a function ofxBJ andy to account for the de-
pendence of the cross-sectionsσA andσd on the kinematics of the scattering process [105]. This
is done with a parametrisation, which is based on routines developed in the SMC collaboration
[30]. The average value of the dilution factor for the data analysed in this thesis isf = 0.41. Be-
cause of the remaining uncertainties in the composition of the material inside the two target cells,
a systematic uncertainty of 5% is associated to this value.

7.3.1 Determination of the analysing power

The analysing poweraLL is the asymmetry for theµg → cc̄X process for the signal events. For
the combinatorial background it corresponds to the asymmetry of the muon-parton scattering pro-
cess. It essentially describes the sensitivity of an observed event to the gluon polarisation or the
background asymmetry. It can be factorised into a contribution from the muon-photon vertex and
a contribution from the photon-parton interaction:

aPGF
LL = D · ∆σ̂

σ̂
. (7.21)

Here,D is the depolarisation factor introduced in section 1.2 and∆σ̂ (σ̂) the polarised (unpolarised)
cross-section of the underlying photon-parton interaction. For the combinatorial background it is
not clear, which parton interacts with the incoming photon.It was therefore decided, to use the
depolarisation factor for the analysing power

aCBG
LL = D . (7.22)

For the signal events the underlying partonic interaction is the photon-gluon fusion process
γg → cc̄X. For this process, the partonic asymmetry∆σ̂/ σ̂ can be calculated as a function of
the Mandelstam variables ˆu, ŝ andt̂ of the hard subprocess [106]

ŝ= (Pγ+Pg) = (Pc +Pc̄) (7.23)

t̂ = (Pγ−Pc) = (Pg−Pc̄) (7.24)

û = (Pγ+Pc̄) = (Pg +Pc) (7.25)

wherePx is the four-momentum of partonx.
Thus, to calculate∆σ̂/ σ̂ the kinematics of the two outgoing charm quarks are needed. For the
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open charm events in the final sample, this information is notavailable, since only one of the
two charm quarks is detected through the reconstructedD-meson. Therefore∆σ̂/ σ̂ cannot be
calculated from reconstructed events. Instead,∆σ̂/ σ̂ is parametrised from measurable quantities
using a neural network [107]. The parametrisation is based on Q2, xBJ, y, z(D0) and the transverse
momentumpt(D0) of the D0 with respect to the photon direction.
To train the neural network, events generated with the AROMAgenerator [93] were used. This
event generator simulates heavy quark production in unpolarised lepton-nucleon scattering using
the leading order matrix element for the PGF-process. In order to keep the analysis in the leading
order regime, no parton showers were applied to the partons of the hard interactions. To describe
the distribution of partons inside the nucleon before the interaction, a set of parton distribution
functions from a global QCD-analysis (see section 1.1) was used. For this analysis the PDFs from
a leading order analysis performed by the GRV collaboration[13] was chosen. The fragmentation
of the produced hadrons was simulated using the JETSET 7.4 [108] program in its standard setting.
Only generated events, where one of the charm quarks fragmented into aD⋆-meson, were selected.
For theseD⋆-meson, the decay in the channel

D⋆+ −→ D0π+
slow−→ K−π+π+

slow

was required. For the second charm quark produced in the hardinteraction, no requirements were
applied. No additional event sample was generated, where instead of aD⋆-meson aD0-meson
is required for the fragmentation of the first charm quarks. The main production process for
D0-mesons is the decay ofD⋆-mesons, which contributes about 50% [63] of the produced
D0-mesons. The otherD0-mesons are produced directly in the fragmentation of the charm quark
or through the decay of a differentD-meson. It was studied, that the difference in the production
of D0-mesons has no effect on the kinematic properties of theD0-meson. Therefore it was decided
to use only one sample of Monte Carlo events for the training ofthe neural network. More details
on the different setting of the Monte Carlo generation can be found in [107].
For the generated partons of the PGF-process, ˆu, ŝ andt̂ can be calculated from the available par-
ton kinematics, making it possible to calculatedaPGF

LL . To build a parametrisation ofaPGF
LL from

observables, the generated events were processed with a full simulation of the COMPASS detector
and then reconstructed using the same reconstruction software as for the real data. A comparison
of the simulatedD⋆-events and the reconstructed events from theD⋆-tagged sample is shown in
figure 6.4. The plots show a reasonable agreement between thetwo samples. The discrepancies,
that can be observed, are mainly related to differences in the distributions of the event kinematics,
i.e. Q2 or xBJ. Since in this context, the generated Monte Carlo events are only used to relate the
properties of the reconstructedD-meson with the kinematics of the partons of the hard interaction,
the event kinematics determined from the scattered muon play a less important role. This would
be very different, if the generated events were used to the determine relative contributions of dif-
ferent production processes as in the high-pt analysis. Nevertheless, work is ongoing to improve
the Monte Carlo description of the data for future analysis.
For the parametrisation ofaPGF

LL a neural network was trained. It used the reconstructible vari-
ablesQ2, xBJ, y, z(D0) andpt(D0) from the simulated events and the trueaPGF

LL , calculated for the
generated partons. The quality of the parametrisation was checked using a second Monte Carlo
sample and comparingaPGF

LL from the neural network to the calculatedaPGF
LL . Figure 7.2 shows the
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Figure 7.2: Correlation between theaPGF
LL calculated from the generated event kinematics

and theaPGF
LL parametrised with the neural network for a control sample ofgenerated

Monte Carlo events.

correlation obtained with the neural network for such a control sample of generated Monte Carlo
events. A very good correlation of 82% between the calculated and the parametrised values was
achieved.
To estimate a possible bias introduced to the measurement of〈∆g

g 〉 through the use of this
parametrisation of the analysing power, several checks were performed. The main source of such
an uncertainty is coming from the use of Monte Carlo generatedevents when establishing the neu-
ral network parametrisation. Therefore, several neural networks were trained on different Monte
Carlo samples, generated with different options. The neuralnetworks were then used in the ex-
traction of〈∆g

g 〉 and the effect of the different parameters on〈∆g
g 〉 was studied. The parameter

showing the largest effect was the mass of the charm quarksmc. In the standard setting, the value
is mc = 1.5GeV, for this study it was modified between 1.3GeV and 1.6GeV. The effect of the
choice of the parton distribution function was also studied. The standard choice was GRV98 [13],
but PDFs from CTEQ [14] and MRST [15] were also used in the courseof this study.
All checks showed no evidence for a systematic bias on the extracted〈∆g

g 〉 . The largest differences
between two values of〈∆g

g 〉 observed during this study was 0.05, which was used as an estimate
for the contribution from the analysing power to the systematic error.
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7.3.2 Parametrisation of the signal strength

The signal strengthσPGF/(σPGF +σB) is determined from a fit to the unweightedD0-mass spec-
tra of the final samples. To obtain a good description of the signal strength for all data, the samples
are subdivided based on the target cell and the analysing power of the event. The separation of the
events from the two target cells is done, because it was observed (see also figure 5.2) that theD0-
signal in the invariant mass spectra had less statistic in the upstream cell than in the downstream
cell. In addition, the ratio of signal-over-background also differs between the two cells.
The sample is further subdivided into bins of the analysing poweraPGF

LL . The reason for this divi-
sion lies in an anti-correlation between the signal strength and the analysing power, which can also
be seen in figures 7.3 and 7.4. The origin of this anti-correlation is related to the dependence of
the analysing power on the kinematics of theD0-meson, in particular on the transverse momentum
pt(D0). For large values ofpt(D0), where the purity of theD0-sample is very high, the analysing
power has small or negative values, which explains the anti-correlation. It not only has to be taken
into account for a good description of the data. It can also introduce a bias to the estimation of
〈∆g

g 〉 , when weighted events are used. Therefore, the combined sample of D⋆-tagged mesons
from the three years is subdivided into five bins ofaLL times two bins for the target cells. For the
untagged sample only three bins ofaLL times two bins for the target cells are used, because for
more bins the weak signal of theD0-mass could not be fitted reliably. The ten (six) histograms
are fitted in one fitting procedure, allowing some parametersof the fit functions to be correlated.
The fit-function used for the fit corresponds to a sum of a signal and a background function. For
the description of the signal a Gaussian is used. The background in the mass-spectra is composed
of a contribution from the combinatorial background and a reflection of theD0 → K−π+ π0 de-
cay, where only theK− and theπ+ were detected in the spectrometer. This reflection can clearly
be seen in theD⋆-tagged sample, but it is not visible in the untagged sample.Therefore, only
the background function of theD⋆-tagged sample has an additional component describing this
reflection with a Gaussian. To describe the shape of the combinatorial background an exponential
function multiplied by a polynomial is used. The final fit-functions for the 10 (6) histograms of
the D⋆-tagged (untagged) sample are shown in figures 7.3 and 7.4.
To decide on the best fit-function to describe the data and also understand the dependence of the
result for〈∆g

g 〉 on the chosen fit-function, a study was performed, where all possible options were
varied. The most important option was the choice for the background shape in the fit function. In
addition, a correlation of fit-parameters from different histograms was considered. Another option
studied concerned the minimisation method of the fitting procedure, where in one caseχ2 was
determined from the value of the function at the bin centre and the value of the histogram, and
in the other case the average value of the function in the bin was compared to the value of the
histogram. The last choice considered in this study was the size of the histogram bins, which was
varied between 1MeV and 20MeV.
For every possible combination of options a fit was performedfor the D⋆-tagged and the untagged
sample. Then all fits were checked for a reasonable description of the data. Bad fits were excluded
from the study to find the best choice of fit-options.
From the good fits, the dependence of the resulting〈∆g

g 〉 on the fit options was determined. Fig-
ure 7.5 shows the distribution of the results for〈∆g

g 〉 obtained using all good fit-functions for the
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Figure 7.5: The different values of〈∆g
g 〉 obtained from different fit-functions. The left plot

shows the values from the untagged sample, the right plot thevalues for theD⋆-tagged
sample.

parametrisation of the signal strength. In the left plot thevalues for the untaggedD0-sample is
shown, the right plot shows the results for theD⋆-tagged sample. Both distributions display a
spread of the values of〈∆g

g 〉 with an RMS of 0.09. This is significantly smaller than the statistical
error of the two values, which is 0.55 (0.75) for theD⋆-tagged (untagged) sample.
As a next step, it was checked, whether the value of〈∆g

g 〉 depends on a specific choice of options.
This was done simply by looking at the mean values of〈∆g

g 〉 for all fits, where one option was
fixed. For example it was compared, if the results for fits witha bin width of 5MeV was different
than for the fits with 10MeV. This was done for all fit options. No trend could be observed. A
systematic influence of the fit-function on the result was therefore excluded. Instead, the largest
contribution to the spread of the values of〈∆g

g 〉 is coming from statistical effects in the fits.
Nevertheless, the final result for〈∆g

g 〉 shows a variation with the choice of the fit function. There-
fore, the use of one particular function introduces a possible bias, that is estimated using the RMS
values of the histograms in figure 7.5, which are both 0.09. This value was used as the contribution
from the fitting procedure to the systematic uncertainty of the measurement.
To find the best fit function for the description of the signal strength, the set of good fits was in-
vestigated more closely. To settle the question of the best bin width in the mass spectra, the width
of the Gaussian describing theD0-signal was used. This width lies between 25MeVand 35MeV.
For a good fit, the bin width should be smaller than the signal width. It was decided, to use a bin
width of 5MeV, which is small enough for a good description ofthe peak, but large enough to
avoid large statistical fluctuations between the bins.
To select a good minimisation method, not much study was needed. The two methods showed
the same results. Therefore it was decided to use the standard method, where the value of the
fit-function is compared with the histogram entries. The selection of the background function and
a possible parameter correlation was more complex, and willbe discussed in the following.
Because theD0-signals in the 10 (6) histograms are not completely independent, the possibility
to use the same fit parameters for a subset of the histograms was studied. This study is motivated



7.3 Observables needed for the measurement 121

−10 −8 −6 −4 −2 0 2 4 6 8 10

0

10

20

30

40

50

60

70

80

90

h

E
nt

rie
s

−10 −8 −6 −4 −2 0 2 4 6 8 10
0

10

20

30

40

50

h
E

nt
rie

s

Figure 7.6: Distribution of the pullsh for the width of the signal Gaussian in theD⋆-
tagged sample. The left plots shows the pull in the case, where all histograms from the
same cell are compared, the right plot the comparison of the histograms in the sameaLL-
bin.

by the fact, that all histograms contain the invariant mass signal of the D0-decay. In principle,
the mass position and mass resolution should be the same for all histograms. However, especially
the mass resolution can show a dependence on the vertex position or the momenta of the decay
products. As a result, mass position and mass resolution would be different in different histograms.
Nevertheless, it is possible, that a subset of the 10 (6) histograms has the same reconstructed mass
and mass resolutions. In this case, the fit becomes more reliable, if only parameter is fitted for the
mass position of these histograms and one for the mass resolution. Naturally, the parameters for
the amplitudes of the signals were kept independent.
In principle, there are four possibilities, how mass position and resolution could be correlated be-
tween the different histograms. One could expect the shape of the D0-signal to depend only on the
target cell, only on the kinematics of the decay products, onboth criteria or on neither. Therefore,
different fits were performed, where all four possibilitieswere implemented, and the results were
compared. No difference was observed in theχ2 values of the fit results.
To understand, whether the data show a preference for combining the parameters for a subset of
histograms, the fit-parameters from the fits, where all parameters were kept independent, were in-
vestigated. The idea was to check, if the fit parameters from the independent fits are compatible
with the hypothesis, that the group of histograms from the sameaPGF

LL -bin or from the same target
cell have the same fit-parameters. This was done using the pulls h of the fit-parameters, which is
given by

h =
r − 〈 r 〉group

∆r
, (7.26)
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wherer is the value for the fit-parameter of one histogram in the group,∆r is the error ofr obtained
from the fit and〈 r 〉group is the mean of the values from the fits of all histograms in the group. The
pull h can be used to evaluate the compatibility of a fit parameter with the mean value from a group.
Two distributions ofh for the fit parameter describing the width of the signal Gaussian are shown
for the fits to theD⋆-tagged sample. The left distribution is for the pulls calculated by grouping
the histograms according to the target cell, i.e. the five histograms from the upstream cell and the
five histograms from the downstream cell. The right distribution shows the pulls where the two
histograms for the sameaLL-bin were grouped together. Both pull distributions were calculated
from the same parameters. Each entry corresponds to the fit-parameter of one histogram. One can
see a clear difference in the distributions. While in the leftfigure, most pulls are centred around
0, indicating a good compatibility of the different values in the group, the pulls on the right figure
show two separate maxima at about -2 and 1. The appearance of these two peaks is not really sur-
prising, since the pulls in the right figure were calculated by only comparing two values. However
the large distance between the two maxima is very large. Thisindicates, that the two histograms
from the sameaLL bins but different cells should not be fitted together.
The pulls were studied for the fit-parameters describing theposition and the width of the signal
Gaussian for theD⋆-tagged and the untagged sample separately. For each parameter, the three
possible combinations were considered. In all cases, the same results were obtained. The pulls
calculated for the histograms in the same cell showed a good compatibility of the parameters with
each other, the pulls calculated for histograms from both cells together had clear signs of an in-
compatibility of the data from the two cells. It was therefore decided to use the same fit-parameters
to describe the mass position and the width of the Gaussian describing theD0-signal for the his-
tograms belonging to the same cell but different bins ofaPGF

LL .
The function describing the combinatorial background in the invariant mass distribution was se-
lected by looking at theχ2 values for fits performed with different fit-functions. The general form
of the fit-function was

fbackground(m) = B1exp(−B2m) · (1+a1m+ a2m2 + . . .) . (7.27)

It was established based on the observation, that the background could be well approximated with
an exponential function. A closer look to the fit-function reveiled, that the data were distributed a
bit steeper, than a mere exponential distribution. Therefore, a better description can be achieved
with a polynomial of the form shown above. To decide on the order of the polynomial, theχ2 -
values for fits with first-, second-, third-, and fourth-degree polynomials were compared. For the
D⋆-tagged sample, the best values were obtained for the first- and the second-order polynomial.
To keep the number of fit-parameters smaller, it was decided to use the first-order polynomial for
the final fit-function. For the untagged sample, goodχ2 values were obtained for polynomials of
second degree or higher. Thus, the second degree-polynomial was selected.
To summarise the results for the fitting procedure: The fit is used to extract the signal strength
σPGF/(σPGF +σBG) from the data. For the fit, the data are subdivided into 10 or 6 histograms ac-
cording to the target cell and theaLL-bin of the event to obtain a good description of the data. All
10 (6) histograms of theD⋆-tagged (untagged) sample are fit together, and the same fit-parameter
is used to describe the position and the width of theD0-signal for the histograms belonging to the
same target cell. The fit-function is a sum of one or two Gaussians describing the signal of the
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D0-meson and in theD⋆-tagged sample the reflection of a secondD0-decay, and an exponential
distribution, which was multiplied by a polynomial to better describe the shape of the combinato-
rial background.

Besides the fitting procedure itself, also the influence of thebinning inaLL was studied. This was
done by changing the number of bins inaLL used for the fit. In principle, it is expected, that with
an increasing number of bins, the anti-correlation of the analysing power and the signal strength is
better describe by the fit. Therefore, for a sufficient high number of bins, the result for〈∆g

g 〉 should
not depend on the number of bins.
This expectation was fully confirmed by the data. Starting from 3 (2) bins ofaLL for the D⋆-tagged
(untagged) sample no large change in the result was seen [107]. From the remaining statistical
fluctuations the possible influence of the choice for this binning was estimated to be 0.04 for both
samples. It was chosen to use 5 and 3 bins of the analysing power for the fitting procedure, to have
a sufficiently large amount of events in each histogram for a reliable fit of the mass spectra.

7.4 False Asymmetries

To verify, that the asymmetry used for the extraction of〈∆g
g 〉 is not the result of an unstable

spectrometer, the final event samples are investigated for false asymmetries. In the measurement
presented here, a false asymmetry can be induced by an instability in the detector performance that
invalidates the assumption in equation 7.8. To detect such an instability, asymmetries are calcu-
lated for event samples, where no physical asymmetry is expected. This is done for example by
dividing the target into an upper and a lower half instead of the two target cells, or by splitting the
event sample using event properties. An example for this kind of asymmetry is given in figure 7.7,
where for the three years an asymmetry was calculated between events, where the kaon went into
different directions in the spectrometer. The data points in the figures show the asymmetries be-
tween the left (Saleve) and the right (Jura) direction and the asymmetries between the up and down
direction of the kaon. Each of these two false asymmetries were calculated for the three years and
the D⋆-tagged and the untaggedD0-samples separately. Naturally, the expected result for these
false asymmetries is 0. A deviation from this expectation could indicate, that detector instabilities
introduce a bias to the measurement of the physics asymmetry.
In a few cases of the studied false asymmetries, deviations from 0 that are larger than their statisti-
cal error were observed, as shown in figure 7.7. In the contextof the statistical spread of the false
asymmetries in the three years, these deviations are withinthe limits of the expected statistical
fluctuations. Therefore, no significant false asymmetry wasobserved. However, the large error
bars of the data points indicate, that the overall significance of this result is limited by the available
statistics.
To improve the significance of the results, the event weight for the signal strength was excluded
from the event weighting. As a result, signal and backgroundevents entered the asymmetry calcu-
lation with the same weight, which increased the statistics. Since false asymmetries are an effect of
the spectrometer, no dependence on the event type is expected. Signal and background events are
equally sensitive to false asymmetries. Also for the samples with increased statistics no significant
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Figure 7.7: Example for non-physical asymmetries determined for the D⋆-tagged and
untaggedD0-samples. The data points show the asymmetry calculated fora kaon going
the upper or lower part of the detector as well as the asymmetry for the kaon in the right
(Saleve) or in the left (Jura) part of the detector calculated for the three data taking years
2002-2004 as well as the combined values for all years and both samples.

false asymmetries were observed. It is therefore concluded, that no false asymmetries are present
in the data used for the measurement of the gluon polarisation.
Since the checks for false asymmetries only allowed estimation of a possible bias in the measure-
ment on the level of the statistical uncertainty of〈∆g

g 〉 , a different method was used to estimate
with which precision a false asymmetry can be excluded. Thismethod is based on the statistical
spread of the measurements of〈∆g

g 〉 obtained with the method described in section 7.2 for each
data taking week. The method is based on the pulls of the measured asymmetries, where for each
measured value of〈∆G

G 〉i with a statistical error ofδ〈∆G
G 〉i the pull,hi

∆G/G, is defined by

hi
∆G/G =

〈∆G
G 〉i − 〈 ∆G

G 〉
δ〈∆G

G 〉i

. (7.28)

For an unbiased measurement, the distribution of the pulls calculated from the results of the 29
data taking weeks follows a Gaussian with a mean ofµ = 0 and a spread ofσ = 1. If this distri-
bution is observed, false asymmetries can be excluded with ahigher precision than the statistical
uncertainty of the measurement, which takes into account the number of individual measurements.
A detailed description of how the statistical precision canbe estimated using the pulls method can
be found in [109].
In the case of the simultaneous extraction of〈∆g

g 〉 andACBG from the data, one can make use of the
fact, that false asymmetries would bias not only the measurement of〈∆g

g 〉 but also the measured
background asymmetries. They should therefore lead to a distortion of the pull distributions for
〈∆g

g 〉 andACBG. This increases the number of measurement entering the estimation of the statisti-



7.5 Result for the gluon polarisation 125

cal precision with which false asymmetries can be excluded.However, while〈∆g
g 〉 andACBG are

considered to be completely independent in the measurementprocedure, this is not the case, in the
presence of a false asymmetry. This can be understood from the fact, that a false asymmetry would
invalidate the assumptions of equation 7.17, which both areneeded to determine〈∆g

g 〉 andACBG.
Therefore, the possible correlation of the two measurements has to be considered when applying
the pulls method.
This is complicated by the fact, that in the absence of a falseasymmetry, this correlation cannot
be determined. Therefore, the pulls method was evaluated assuming a complete correlation of the
〈∆g

g 〉 andACBG as well as under the assumption of uncorrelated〈∆g
g 〉 andACBG[110]. For both

assumptions the statistical precision, with which a bias from false asymmetries in the measurement
of 〈∆g

g 〉 andACBG can be excluded, was estimated. As a conservative upper limit for an observed
false asymmetry, the average value of the two estimations was used for the final result. This was
motivated by the idea, that in the presence of a false asymmetry only a small correlation between
〈∆g

g 〉 andACBG would be likely. The conservative upper limit for a bias due to false asymmetries in
the data samples was determined for theD⋆-tagged and the untagged sample separately. For both
channels, this resulted in a value of 0.09 for the maximum contribution from false asymmetries to
the〈∆g

g 〉 measurement.

7.5 Result for the gluon polarisation

As mentioned in section 7.2〈∆g
g 〉 is determined for each data taking week individually. The results

for each week are shown in figure 7.8. The upper two plot show the results of〈∆g
g 〉 andACBG for

the D⋆-tagged channel, the lower two plots show〈∆g
g 〉 and ACBGfor the untagged sample. It

is obvious, that the results for each week have large statistical uncertainties and no conclusion
about the gluon polarisation can be drawn from individual points. When comparing the error
bars showing the statistical errors for the two event samples, one can see, that for〈∆g

g 〉 the error
bars of theD⋆-tagged samples are smaller, than for the untagged sample. This shows again the
importance of theD⋆-tag for the measurement of the gluon polarisation. ForACBG the situation
is opposite. Because of the large background in the untagged sample, the background asymmetry
can be determined to a much higher precision from these events.
The final result for〈∆g

g 〉 andACBG are determined from the weighted mean of the results shown
in figure 7.8. For the untagged sample, this gives

〈∆g
g
〉(untagged sample, 2002−2004) = 0.53± 0.75(stat.)

with a background asymmetry ofACBG = −0.005± 0.009(stat). In the case of theD⋆-tagged
sample, the precision for the measured〈∆g

g 〉 is slightly higher. The result is

〈∆g
g
〉(D⋆−tagged sample, 2002−2004) = −1.01± 0.55(stat.)

with a background asymmetry ofACBG = −0.00± 0.06(stat). Although the actual values obtained
from the two samples are very different, they are statistically compatible with a difference of 1.7
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Figure 7.8: This plots shows the measured〈∆g
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ing weeks with longitudinal target polarisation of the 2002,2003 and 2004 data taking.
The weeks without a result correspond to weeks where no data with longitudinal target
polarisation were taken.
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Source of systematic δ〈∆g
g 〉

uncertainty D⋆-tagged untagged

False asymmetries 0.09 0.09

Fitting procedure 0.09 0.09

Monte Carlo parameters 0.05

Binning inaLL 0.04 0.04

Beam polarisationPµ 0.02

Target polarisationPT 0.02

Dilution factor f 0.02

Total Error 0.15

Table 7.1: Overview of the different contributions to the systematic error. Where two
values are given, the contribution was determined independently for the two channels.
The different contributions are discussed in more detail inthe previous sections of this
chapter.

standard deviations. Nevertheless, it was carefully checked, whether the difference of the two
results could be a systematic effect, but no evidence was found. Also figure 7.8 shows no evidence
for a significant difference between theD⋆-tagged sample and the untagged sample.
The final result for the open charm measurement of〈∆g

g 〉 is determined from the mean of the
results from the two data samples. The value of the gluon polarisation averaged over the region of
x covered by the data from the open charm events taken in the years 2002, 2003 and 2004 is

〈∆g
g
〉(COMPASS OpenCharm, 2002−2004) = −0.47± 0.44(stat.) ± 0.15(syst.) . (7.29)

The measured background asymmetryACBG = −0.005± 0.009(stat.) is consistent with 0. The
averagex of this measurement wasx = 0.11+0.11

−0.05 and the hard scaleµ2 is given byµ2 = ŝ ≈
13GeV2.
The different contributions to the systematic error are discussed in the previous sections and sum-
marised in table 7.1. The three largest contributions are coming from the upper limit for false
asymmetries in the data sample, the influence of the fitting procedures and the different settings
for the Monte Carlo parameters. For all three contributions,the studies made to determined the
contribution to the systematic error were limited by the statistical uncertainty of the available data.
They are therefore expected to become smaller, when more data is used in the analysis.
For the quantities that are specific for the two data samples,the contributions are determined inde-
pendently for theD⋆-tagged and the untagged sample. As can be seen in table 7.1, the values ob-
tained for the two samples are quite similar. For the individual contributions, where the systematic
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Figure 7.9: Comparison of the direct measurement of〈∆g
g 〉 in the “open charm” channel

to measurements from the high-pt channel and predicted curves of∆G/G(x).The “COM-
PASS, open charm” point is the result of the analysis presented in this thesis, the other
points show recent results in the high-pt channel from COMPASS [111] and HERMES
[112] as well as older points from COMPASS, SMC and HERMES. The blue curves show
the predicted functions of∆G/G(x) for three different gluon polarisations∆G obtained
with a parametrisation from [39], the black lines show the results of the QCD-analysis
[24] of the inclusive measurements performed by COMPASS. Thetwo curves correspond
to two equally significant solutions of the fit, where one curves gives a positive gluon po-
larisation, the other a negative.It should be noted, that all curves and data points are given
atµ2 = 3GeV2, except the “COMPASS open charm” point, whereµ2 = 13GeV2.

error is determined independently for theD⋆-tagged and the untagged sample, the conservative
assumption is made, that the two results are fully correlated. The systematic uncertainty of the
combined result was therefore estimated by the larger valuefor the two samples. The total system-
atic error of the final result is obtained from the quadratic sum of the individual contributions.

The result of the measurement of〈∆g
g 〉 = −0.47± 0.47 atx ∼ 0.1 points to a small or negative

value of the polarised gluon distribution∆G/G in thex-region of the measurement. Therefore, the
measurement disfavours a large positive polarisation of the gluon, which would be observed in the
situation, where the gluon spins give a large contribution to the nucleon spin. Since thex-range
covered by the measurement is limited, a more precise conclusion about the total polarisation of
gluons in the nucleon cannot be made.
Figure 7.9 shows a comparison of the measurement from the “COMPASS, open charm” channel
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is to measurements of〈∆g
g 〉 from the high-pt channel in lepton-nucleon scattering as well as dif-

ferent curves of∆G/G(x). The other data points show a recent analysis from the high-pt channel
in COMPASS [111] and the result from longitudinal asymmetries for inclusive charged hadrons
measured by HERMES [112]. In addition, older results from COMPASS, HERMES and SMC are
shown. All measurements agree within their statistical precision. However, it should be noted, that
the measurement in the open charm channel was performed at a different scale withµ2 = 13GeV2

instead ofµ2 = 3GeV2 as for the high-pt results. Nevertheless, a comparison of the results shown
in figure 7.9 is possible, because the change of the polarisedgluon distribution through theQ2-
evolution from 3GeV2 to 13GeV2 is expected to be smaller than the statistical uncertainty of the
open charm measurement.
The open charm point displays a larger statistical uncertainty than the other measurements. How-
ever, since the measurement of the gluon polarisation in theopen charm channel has the smallest
model dependence of all, it provides the most direct access to the gluon polarisation. The mea-
sured asymmetry, which is the basis of the determination of the gluon polarisation, was extracted
without any assumption on the production process for charm events. The asymmetry itself is there-
fore independent of the order of the perturbative calculation for the underlying production process.
Only to relate the measured asymmetry for the open charm channel with gluon polarisation, the
partonic asymmetry∆σ̂/ σ̂ is needed. Its calculation is based on a model for charm production
in muon-nucleon scattering. At this point, the assumptionsabout the production process and the
order of the perturbative calculation enter into the measurement of the gluon polarisation. As dis-
cussed in section 1.4, in leading order perturbative QCD, thePGF-process is the only process for
charm production in lepton-nucleon scattering. All other contributions are estimated to be small
enough to be neglected in the context of this measurement.
Figure 7.9 also displays five different curves with predictions for the dependence of∆G/G(x). The
three blue curves correspond to three predictions for∆G/G(x) at µ2 = 3GeV2 for the three dif-
ferent values of the gluon polarisation in the nucleon quoted on the right side of the diagram. The
curves were determined using the parametrisations from [39]. The two dashed, black curves show
the results from [24] that correspond to a negative and positive polarisation of the gluons. The two
curves have similar integrals of|R 1

0 ∆G(x)dx| = 0.2−0.3. It is clear from figure 7.9, that the open
charm measurement agrees with all curves shown in the diagram, but it’s statistical uncertainty is
too large to exclude one of the predictions. The same is also true for the older measurements in the
high-pt channel. The newer high-pt results are more precise and exclude very large values for the
gluon polarisation in the measured region. The different measurements of〈∆g

g 〉 seem to prefer a
small value of|R 1

0 ∆G(x)dx|, but a distinction between positive and negative gluon polarisation is
so far not possible. Such a distinction might become possible, when the data taken by COMPASS
in 2006 are fully analysed. A first analysis of the open charm channel has already started and can
be found in [113].
The comparison of the open charm measurement to results fromproton-proton scattering at RHIC
more complex. Due to the different procedure of the measurement, a direct comparison between
the open charm measurement and results from polarised proton-proton scattering is not possible.
However, a comparison can be made with the conclusions takenfrom a QCD-analysis including
not only the existing inclusive measurements, but also the different measurements from RHIC
[114]. This QCD-analysis used thept-dependence of the measured asymmetries from polarised
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Figure 7.10: Theχ2 distribution for∆g1, [0.05,0.2] =
R 0.2

0.05 ∆g(x,Q2)dx at Q2 = 10GeV2

obtained from a global analysis of inclusive and semi-inclusive lepton-nucleon asymme-
tries and polarised proton-proton asymmetries [114]. As shown in the diagram, the fit of
the global data prefers small values of〈∆g

g 〉 for 0.05 < x < 0.2.

proton-proton scattering to constrain the polarised gluondistribution in the region ofx covered
by the data from RHIC. This range ofx almost coincides with the range covered by the open
charm data. The constraint on∆g1, [0.05,0.2] =

R 0.2
0.05 ∆g(x,Q2)dx extracted from this QCD-analysis

is shown in figure 7.10 in the form of aχ2 -function. One can see, that the data from polarised
proton-proton scattering prefer very small values of the gluon polarisation forx around 0.1. This
result is compatible with the open charm measurement presented in this thesis as well as the other
direct measurements of〈∆g

g 〉 shown in figure 7.9.



Summary

Over the past decades, the study of lepton-nucleon scattering has provided the means to investi-
gate the internal structure of the nucleon. Our current understanding of the nucleon is very well
described by the QCD improved parton model, where the nucleonconsists of quarks and gluons.
QCD analyses of the existing measurements of unpolarised lepton-nucleon scattering resulted in
precise determinations of unpolarised parton distribution functions.
In polarised lepton-nucleon scattering, the polarised parton distributions that shed light on the spin
composition of the nucleon can be measured. However, the existing measurements only cover a
small kinematic range, as they have so far only been performed by fixed target experiments. This
limits the precision of polarised parton distribution functions obtained in QCD analyses. While the
polarised quark distributions are relatively well constraint in recent QCD-fits, the polarised gluon
distribution, and with it the gluon spin contribution to thenucleon spin, remain uncertain.
A complementary approach to determine the gluon polarisation in the nucleon is pursued using
the direct measurement. In lepton-nucleon scattering, this is done by measuring double spin asym-
metries for the photon-gluon fusion process (PGF). In this process, the virtual photon interacts
with a gluon from the nucleon creating a quark-antiquark pair. The PGF-process can be tagged
through hadrons with high transverse momenta or through charmed hadrons in the final state. The
advantage of the open charm channel is that, in leading order, the PGF-process is the only process
for charm production, thus no physical background contributes to the selected data sample.
In this analysis, charm production is tagged through a reconstructedD0-meson decaying in
D0 → K−π+. The reconstruction is done on a combinatorial basis, sincethe thick solid state
target of the COMPASS experiment does not allow for the detection of the D0-decay vertex.
To reduce the background of wrong track-combinations, kinematic cuts are applied to the recon-
structedD0-candidate and the information on particle identification from the RICH is used. In
addition, the event sample is separated intoD0-candidates, where a soft pion from the decay of
theD⋆-meson to aD0-meson,D⋆+ → D0π+

so f t, is found, and theD0-candidates without this tag.

Due to the small mass difference betweenD⋆-meson andD0-meson the signal purity of theD⋆-
tagged sample is about 7 times higher than in the untagged sample.
To reduce systematic uncertainties in the measured asymmetries, a good knowledge of the data
quality is of great importance. During this thesis a lot of effort was made to improve this knowl-
edge under two aspects. In the course of the data stability studies, the influence of individual detec-
tors on the stability of the spectrometer acceptance was studied. The stability of the spectrometer
acceptance is essential for the suppression of false asymmetries in the measurement. As part of
the stability studies, new procedures were developed to remove data that could possibly introduce
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false asymmetries. Besides this investigation of the quality of the recorded data, a first estimation
of the cross-section forD⋆-production in COMPASS was made. Although the precision of the
result is low, a comparison to other measurements of charm production in lepton-nucleon scatter-
ing shows a good agreement. The knowledge of the charm production cross-section is important
when discussing processes contributing to charm production at higher orders. This will be one of
the future steps in the open charm analysis.
The gluon polarisation〈∆g

g 〉 is measured from the event asymmetries for the different spin con-
figurations of the COMPASS target. To improve the statisticalprecision of the final results, the
events in the final sample are weighted. The use of a signal anda background weight allows the
separation of the signal asymmetry, corresponding to〈∆g

g 〉 , and a possible asymmetry in the com-
binatorial background. To relate the asymmetry in the signal events with〈∆g

g 〉 , the target and the
beam polarisation, the dilution factor, the signal purity and the analysing poweraPGF

LL are needed.
With the exception of the analysing power, these quantitiescan be determined from the event in-
formation. The analysing power, containing the partonic photon-gluon asymmetry, is calculated
using the kinematics of the hard scattering process. It can therefore only be determined for Monte
Carlo generated events. A neural network is used to parametrise the analysing power as a function
of event observables, which can then be applied to reconstructed events.
This method results in an average value of the gluon polarisation in thex-range covered by the
data of the used event sample. For the data from 2002-2004, analysed in this thesis, the resulting
value of the gluon polarisation is

〈∆g
g
〉(COMPASS OpenCharm, 2002−2004) = −0.47± 0.44(stat.) ± 0.15(syst.) ,

at an averagex = 0.11+0.11
−0.05 and a scale ofµ2 = 13GeV2. The result has a larger statistical un-

certainty than measurements from the high-pt channel, where more events to tag the PGF-process
can be found. The advantage of the open charm measurement is avery small model dependence.
While for high-pt measurements Monte-Carlo models are needed to determine thefraction of PGF
events as well as the underlying partonic asymmetries, in the open charm analysis model calcula-
tions are only needed to relate the measured asymmetry of PGFevents to the gluon polarisation.
The open charm measurement is statistically compatible with the existing measurements of the
high-pt channel.
These first results from COMPASS start to constrain the polarised gluon distribution. In both chan-
nels, the results point to small or negative values of∆G/G(x) around a value ofx ∼ 0.1, which
could point to a small gluon polarisation in the nucleon. To improve the impact of the measure-
ments on the gluon polarisation, the statistical uncertainties have to be reduced. Therefore, the
current analysis efforts aim at an increase of the statistics available for the〈∆g

g 〉 measurements.
This is achieved with the addition of the COMPASS data taken in2006. In the open charm ana-
lysis, where the increase in statistics will reduce severalcontributions to the systematic error, the
addition of new decay channels is also investigated. In bothchannels, the statistical precision of
the measurements is increased through improvements of the analysis method that allow a better
separation of signal and background events through more elaborate event weighting.
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