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! Machine Learning [subfield of Artificial Intelligence]
! Best known for application in technical devices 

(robotics, face recognition, automatic translation, 
synthetic image generation…)

! Also usable as tool for statistical data analysis (e.g., 
Kosinski, Stillwell & Graepel, 2013)

! But: not able to explain their autonomous decisions 
and actions to human users (“Black Box”)

Machine Learning for Data Analysis
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“…computational strategy that 
automatically determines (i.e., learns) 
methods and parameters to reach an 
optimal solution to a problem rather 
than being programmed by a human a 
priori to deliver a fixed solution.”
(Dwyer, Falkai & Koutsouleris, 2018)



! SHAP values (Lundberg & Lee, 2017)
- Based on Game theory (Shapley, 1953)

Explainable Artificial Intelligence (XAI) for Data Analysis
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! SHAP values (Lundberg & Lee, 2017)
- Based on Game theory (Shapley, 1953)
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! SHAP values (Lundberg & Lee, 2017)
- Based on Game theory (Shapley, 1953)
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Explainable Artificial Intelligence (XAI) for Data Analysis



! SHAP values (Lundberg & Lee, 2017)
- Based on Game theory (Shapley, 1953)
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3.000€
1.500€

2.500€ 3.000€ = Marginal Contribution

Explainable Artificial Intelligence (XAI) for Data Analysis
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! SHAP values (Lundberg & Lee, 2017)
- Based on Game theory (Shapley, 1953)
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Explainable Artificial Intelligence (XAI) for Data Analysis
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! SHAP values (Lundberg & Lee, 2017)
- Based on Game theory (Shapley, 1953)
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IQ SES

GAME

SRL MOT

REGRESSION

b=.30
b=.15

b=.25 b=.30
Coefficients

Modell b p

H₁ (Intercept) < .001

T1.MK.1 0.292 < .001

T1.MK.2 0.284 < .001

T1.MK.3 0.270 < .001
T1.MK.4 0.196 < .001

T1.MK.5 0.045 0.250
T1.MV.1 0.074 0.090

Coefficients 

Modell b p

H₁ (Intercept) < .001

T1.MK.1 0.325 < .001

T1.MK.2 0.272 < .001

T1.MK.3 0.259 < .001
T1.MK.4 0.325 < .001

T1.MK.5 0.060 < .001
T1.MV.1 --- ---

Coefficients 

Modell b p

H₁ (Intercept) < .001

T1.MK.1 0.272 < .001

T1.MK.2 0.341 < .001

T1.MK.3 0.170 < .001
T1.MK.4 0.193 < .001

T1.MK.5 --- ---
T1.MV.1 0.112 0.043

Coefficients 

Modell b p

H₁ (Intercept) < .001

T1.MK.1 0.288 < .001

T1.MK.2 0.216 < .001

T1.MK.3 0.205 < .001
T1.MK.4 --- ---

T1.MK.5 0.145 < .001
T1.MV.1 0.082 < .001

Coefficients 

Modell b p

H₁ (Intercept) < .001

T1.MK.1 --- ---

T1.MK.2 0.619 < .001

T1.MK.3 --- ---

T1.MK.4 0.176 .002

T1.MK.5 0.002 .961
T1.MV.1 0.219 < .001

Coefficients

Modell b p

H₁ (Intercept) < .001

T1.MK.1 0.101 .046

T1.MK.2 --- ---

T1.MK.3 0.292 < .001
T1.MK.4 --- ---

T1.MK.5 0.652 < .001
T1.MV.1 --- ---

Explainable Artificial Intelligence (XAI) for Data Analysis
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! SHAP values (Lundberg & Lee, 2017)
- Based on Game theory (Shapley, 1953)
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IQ SES

GAME

SRL MOT

REGRESSION

Explainable Artificial Intelligence (XAI) for Data Analysis



! SHAP values (Lundberg & Lee, 2017)
- Based on Game theory (Shapley, 1953)

➞ Individual regression models for each person!
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star0543

IQ: .12
SES:   .43
SRL:   .07
MOT: -.14

star0616

IQ: .19
SES:   .27
SRL:  -.17
MOT:   .28

star0831

IQ: .03
SES:   .02
SRL:   .34
MOT:   .37

star0940

IQ: .16
SES:   .14
SRL:  -.26
MOT:   .11

star1202

IQ: .14
SES:   .28
SRL:   .09
MOT:   .31

Explainable Artificial Intelligence (XAI) for Data Analysis



Formative assessments

Background: Formative and summative assessment
Example for the Application of Explainable Artificial Intelligence (XAI)
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Summative assessment 

Source of illustration: 
https://www.bookwidgets.com/blog/2017/0
4/the-differences-between-formative-and-
summative-assessment-infographic

https://www.bookwidgets.com/blog/2017/04/the-differences-between-formative-and-summative-assessment-infographic
https://www.bookwidgets.com/blog/2017/04/the-differences-between-formative-and-summative-assessment-infographic
https://www.bookwidgets.com/blog/2017/04/the-differences-between-formative-and-summative-assessment-infographic


Formative assessments
e.g., weekly digital 

assignments
(not graded)

" Feedback on strengths and 
weaknesses 
(Hattie & Timperley 2007)

" Regulation of goal setting 
and learning strategies 
(Black & Wiliam 2009)

Background: Formative and summative assessment
Example for the Application of Explainable Artificial Intelligence (XAI)
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Summative assessment 
e.g., final exam
(graded)

Source of illustration: 
https://www.bookwidgets.com/blog/2017/0
4/the-differences-between-formative-and-
summative-assessment-infographic

https://www.bookwidgets.com/blog/2017/04/the-differences-between-formative-and-summative-assessment-infographic
https://www.bookwidgets.com/blog/2017/04/the-differences-between-formative-and-summative-assessment-infographic
https://www.bookwidgets.com/blog/2017/04/the-differences-between-formative-and-summative-assessment-infographic


Formative assessments
e.g., weekly digital 

assignments
(not graded)

Background: Formative and summative assessment
Example for the Application of Explainable Artificial Intelligence (XAI)
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Summative assessment 
e.g., final exam
(graded)

! Participating in formative assessments increases success in summative assessments 
(Angus and Watson 2009; Förster, Weiser & Maur 2018)

! But: “…it remains uncertain “[...] 
whether success in completing the homework influences the success in the 
examination” (Leong & Alexander 2014, p.614)

?



Bellhäuser et al. (2023). Linking formative and summative assessment with Explainable AI

Formative assessments
weekly digital homework

(not graded)

Our data: Formative and summative assessment
Example for the Application of Explainable Artificial Intelligence (XAI)
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Summative assessment 
final exam
(graded)
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Formative assessments
weekly digital homework

Our data: Formative and summative assessment
Example for the Application of Explainable Artificial Intelligence (XAI)
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Summative assessment 
final exam

! Introductory lecture for Mathematics (Bachelor of Economics; Linear Algebra & Analysis)
! N=408 students (female: 47.8%; Mage=20.6; SDage=1.97)

! DV: Exam grade (in %)
! IVs:

• Performance in weekly assessments (in %)
• Prior knowledge (school GPA; school math grade; advanced math course at school)
• Affect (math affinity; math anxiety)

• Goal orientation (goal setting for final exam)
• Demographics (gender; age; repetition of lecture)
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Formative assessments
weekly digital homework

Our data: Formative and summative assessment
Example for the Application of Explainable Artificial Intelligence (XAI)
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Summative assessment 
final exam

Our  1. research question (not our focus today):
What makes individual students successful in the formative assessments?

Our 2. research question: 
To what extend does the success in formative assessments affect the summative 
assessment in individual students?

(2)?
(1)?



Feature importance
Example for the Application of Explainable Artificial Intelligence (XAI)
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Overall results:

(comparable to regression
weights)
! Entire sample
! Importance of each

variable (=„feature“)

! Best predictor = 
Performance  in formative 
assessment

Weekly assignments

Advanced math course
School GPA

Goal setting exam
Math grade at school

Maths affinity

Maths anxiety
Gender

Age
Course repetition



Waterfall plots
Example for the Application of Explainable Artificial Intelligence (XAI)
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+2.66

-11.8

-3.17
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+0.69

-0.59

+0.32

-0.28

+0.05

+0.02

44 46 48 50 52 54 56 58
E[f (X)] = 54.377

f (x) = 43.233
Weekly Assignments

Maths anxiety

Advanced Course

School GPA

Math Grade

Gender

Goal Setting Exam

Maths affinity

Repetion

Age

ID=27 Individual results: „Anna“
Individual prediction model for this
participant

Starting point: Average prediction
for the whole sample

Each feature „pushes“ the
prediction for this person to the
left or right.

Best predictor = Performance  in 
weekly assessment

https://this-person-does-not-exist.com



Waterfall plots
Example for the Application of Explainable Artificial Intelligence (XAI)
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+4.66

-6.8

+2.17

-0.69

+0.37

-0.14

+0.32

+0.01

54 56 58 60 62 64 66 68
E[f (X)] = 54.377

f (x) = 67.847
Maths anxiety

Weekly Assignments

Advanced Course

Math Grade

School GPA

Gender

Goal Setting Exam

Maths affinity

Age

Repetion

ID=143

+5.06

+8.51

https://this-person-does-not-exist.com

Individual results: „Ben“

Best predictor = Anxiety



Summary plot
Example for the Application of Explainable Artificial Intelligence (XAI)
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Overview of sample:

! SHAP values for each
participant depending on 
his/her feature values

! Different distributions of
SHAP values for each
feature

! Weekly assignments with
strong negative impact
for many, but not all 
participants



Based on similarities of
Shap values
Four cluster solution

" Possibility to provide
early feedback for 
students at risk

Clustering participants
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Summary: Explainable Artificial Intelligence
Powerful statistical analysis tool

Individual prediction model for each participant
Not yet widely known

Not always easy to interpret
Variety of information-rich plots

Steep learning curve
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+4.66

-3.51

+5.03

+6.7

-4.24

+14.79



Thank you!

Example paper with Explainable Artificial Intelligence:
Pereira, F. D., Fonseca, S. C., Oliveira, E. H., Cristea, A. I., Bellhäuser, 
H., Rodrigues, L., ... & Carvalho, L. S. (2021). Explaining Individual 
and Collective Programming Students’ Behavior by Interpreting a 
Black-Box Predictive Model. IEEE Access, 9, 117097-117119.
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